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Abstract. This paper discusses a study of the application of global spatio-

temporal climate datasets and the hydrological model STREAM (Spatial Tools 

for River Basin Environmental Analysis and Management Options). In the study, 

set up and calibration of STREAM for the reconstruction of monthly discharge 

for several locations in the western part of Java, Indonesia, for the period 1983-

2002 are carried out. The set up includes the preparation of monthly precipitation 

and temperature datasets, a digital elevation model of the domain being studied, 

and maps of land cover and soil water holding capacity. Discharge observations 

from six stations located mostly in the upper parts of major watersheds in the 

domain are used to calibrate the model by comparing simulated and observed 

discharge variables. The model performs reasonably well. Comparison between 

computed and observed mean monthly discharges yield correlation coefficients 

ranging from 0.72 to 0.93. The computed mean annual discharge in five out of 

six observation stations ranges between -8 and 5% with respect to the mean 

annual observed discharge. This study offers a tool which can be used for 

reconstructing historical discharge. 

Keywords: historical climate dataset; monthly hydrographs. 

1 Introduction 

Historical records of water balance parameters, such as precipitation, 

evaporation, and run-off, provide invaluable information for detecting trends of 

environmental changes, as well as return periods of possible environmental 

disasters. Unfortunately, such records are usually very limited in quantity or, if 

sufficient, are not designed to meet the needs of scientific exploration. They 

may lack adequate temporal and spatial coverage, not meet acceptable accuracy, 

or not be accompanied by reliable documentation. In fact, with increasing 

awareness of global climate change, better insights into what has been 



 Set Up and Calibration of a Spatial Model for Simulating 51 

happening in recent decades are required. This could provide essential 

information for detecting long-term trends. In order to contribute to improving 

the understanding of recent long-term environmental trends, the water balance 

is simulated in this paper on decadal timescales. The objectives of this study are 

to investigate tools and their corresponding input datasets for simulating 

monthly discharge focusing on major watersheds flowing into the Jakarta Bay 

(Figure 1). 

 

Figure 1 Study site with the watersheds flowing into the Jakarta Bay. 

The results presented in this paper outline the set up and calibration of a spatial 

tool for simulating mainland discharge to the Jakarta Bay. The spatial tool used 

here is STREAM (Spatial Tools for River Basins and Environment and 

Analysis of Management Options) [1]. The set up includes the preparation of 

monthly precipitation and temSHUDWXUH� GDWDVHWV� DW� D� ��¶î��¶� UHVROXWLRQ��

Historical observation data from the recent period, consisting of rainfall 

monitoring stations, are considered to evaluate whether the global datasets used 

here fit the local observation. At this initial stage, the geographic setting is left 

static and the reconstruction period is limited to the maximum length of the 

available observation data. The study site is situated in the north-western part of 

Java (see Figure 1). Input data for the model include a Digital Elevation Model 

(DEM), a land use map, a map of soil water holding capacity and maps of 

monthly climate (precipitation and temperature). Observed discharge data from 

stations located mainly in the upper and additionally in the middle parts of the 
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Cisadane, Ciliwung, and Citarum watersheds (see Figure 1) are used for 

carrying out the calibration of the model. 

2 Discharge Computation 

STREAM applies Thornthwaite-0DWKHU¶V� ZDWHU� EDODQFH� DSSURDFK� >2] to 

calculate flow discharges along drainage networks derived from a DEM. The 

main inputs to the model are climate data (maps of precipitation and 

temperature), a DEM, land use maps and WHC maps. Potential and actual 

evapotranspiration are calculated in STREAM at the so-called soil compartment 

represented by a grid cell. Following this, storage of water in a grid cell is 

estimated according to the difference between evapotranspiration and 

precipitation. Finally, discharge per time step is calculated according to excess 

of water in each grid cell and baseflow from groundwater storage. The 

governing equations are described as follows. Potential evapotranspiration 

(ETpot) is calculated using the Thornthwaite equations [3] and is defined as: 
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where Tm = long-term average monthly temperature (°C). The actual 

evapotranspiration is calculated based on [2]: 
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where P = rainfall (mm), Peff = effective rainfall (mm), AE = actual 

evapotranspiration, MELT = amount of snowmelt water (mm), SSt±1 = soil 

storage (SS) in the previous iteration (mm), WHC = soil water holding capacity 

(mm/m), and SP is soil seepage. The groundwater storage (GW) is calculated as 

follows: 

 SPGWGW
ta
� �1

 (13) 

 where, if 0teffP  then � �� �WHCPSSTOGWSP efftc ��� �11 , (14) 

 and, if 0�
eff

P  then 0 SP  (15) 

 
basea

QGWGW �  (16) 

where GWt±1 = groundwater storage in the previous iteration, TOGWc = 

calibration factor which separates between direct runoff and seepage to 

groundwater, C = calibration parameter based on cell topography and Qbase = 

baseflow, defined as: 

 
C
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Overland flow (Qover) is defined as: 
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Total discharge per grid cell (Q) is defined as: 
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3 Set Up of Morphologic Setting and Historical Climate Dataset 

A DEM is used to set up the geographical domain of the model. The DEM used 

in this study is that of SRTM (Shuttle RADAR Topography Mission) from 2003 

[4], which has a spatial resolution of 90m×90m. This dataset was resampled to a 

resolution of 1km×1km (see Figure 1). The DEM is used to derive slope, and 

the direction of flow between grid cells, based on the steepest decent. The land 

use map used in this study is assumed to be constant over the simulation period. 

The land use map is based on interpreted LANDSAT imagery from 2001 [5], 

resampled to a resolution of 1km×1km, and converted to crop factors (CropF). 

A CropF map is used in STREAM to calculate potential evapotranspiration 

(ETpot). The crop factor is a dimensionless factor by which the reference 

evapotranspiration (ETref) is multiplied in order to account for the difference in 

ETpot over different land use types. The land use maps were reclassed to CropF 

maps based on values in [6] and [7]. The land use maps are also used to 

generate maps of soil water holding capacity (WHC) by reclassing to standard 

values of WHC. In Figure 2, models of morphologic setting of the domain 

comprising of river network and water holding capacity respectively resulted 

from the DEM from 2003 and the land use from 2001 are shown. Table 1 

summarizes characteristics of catchments considered in this study. 
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(a) Model of river network (b) Water holding capacity in mm/month  

Figure 2 Model of morphologic setting. 

Table 1 Landscape characteristics of selected catchments. 

Catchment 

Name 

Area 

(km2) 

Average 

Elevation 

Average 

Slope 

% 

Urban 

% 

Agricultural 

% 

Forest 

Citarum 7,046 605m 3q 12 72 16 

Cisadane 1,551 383m 3q 17 65 18 

Ciliwung 485 398m 2q 54 34 12 

Global climate (precipitation and temperature) time-series datasets covering a 

100-year record (i.e. 1901-2002) are made available from the Climatic Research 

Unit (CRU), University of East Anglia, United Kingdom [8]. In this study the 

CRU dataset is used, which provides a gridded set of monthly climate reanalysis 
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data for the entire globe at the 30¶×��¶�UHVROXWLRQ��2QO\� WKH� ODWHVW����\HDUV�RI�

available precipitation and temperature data (i.e. 1981-2002) are considered 

here. In addition to that, climatology data from the same source (i.e. CRU) are 

also used. These show mean monthly temperature and precipitation for the same 

SHULRG� DW� D� KLJKHU� VSDWLDO� UHVROXWLRQ� ���¶×��¶��� EXW� DUH� QRW� DYDLODEOH� DV� WLPH�

series [9@�� 7KH� ORZ� UHVROXWLRQ� ���¶×��¶�� FOLPDWH� WLPH-series datasets are 

statistically dRZQVFDOHG� WR� WKH� KLJKHU� ��¶×��¶� UHVROXWLRQ� �VHH� GDVKHG� OLQHV� LQ�

Figure 1). This involves two steps. Firstly, the low resolution data are simply 

UHVDPSOHG�RQWR�D���¶×��¶�JULG��7KHQ��IRU�HDFK�JULG�FHOO��WKH�WLPH-series data are 

statistically downscaled, such that [10]: 
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with Tt¶ = downscaled temperature time-series data, Tt = original temperature 

time-VHULHV�GDWD��UHVDPSOHG�WR���¶×��¶�� 
cT  = mean monthly temperature from 

20-year high resolution climatology, 
tT = mean monthly temperature calculated 

from 20-year low resolution time-series, Pt¶ = downscaled precipitation time-

series data, Pt = original precipitation time-VHULHV�GDWD��UHVDPSOHG� WR���¶×��¶���

cP  = mean monthly precipitation from 20-year high resolution climatology, 
tP = 

mean monthly precipitation calculated from 20-year low resolution time-series. 

The agreement between the downscaled global precipitation time-series dataset 

during the calibration period and the observations carried out in Tanjung Priuk, 

Halim, Katulampa and Depok (see Figure 1) from 1989 to 2002 are evaluated. 

The correlation coefficient (r) between these datasets, as well as the total annual 

model precipitation expressed as a % of the total annual observed precipitation 

are given as: 
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mean observed precipitation. r and % hence indicate the agreement in trend and 
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magnitude, respectively. Figure 3 shows comparison between global datasets 

and local observations of precipitation. 
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Figure 3 Global precipitation datasets and local station observations. 
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In Figure 4 comparisons between mean monthly values of the downscaled 

global dataset and local observation stations are shown. Summary of the 

agreement is given in Table 2, showing the r and %. Higher correlation is seen 

in Tanjung Priuk and Katulampa. In terms of percentage, the downscaled global 

datasets agree well with the local station observations at two stations (i.e. Halim 

and Depok), and reasonably well for the station at Katulampa. 

 

Figure 4 Comparison between monthly average precipitation from the global 

climate dataset and local observation stations. 

Table 2 Agreement between monthly average global precipitation datasets and 

local station observations. 

Station r % 

Tanjung Priuk 0.54 184 

Halim 0.27 101 

Depok 0.38 106 

Katulampa 0.87 080 

4 Calibration of Discharge Computation 

The STREAM model is calibrated in order to determine the optimum setting of 

model parameters for simulating monthly average discharge with acceptable 

agreement with observation data. Agreement between observed and computed 

discharge is assessed using the correlation coefficient (r), ratio between 

computed and observed total annual average values given in %, and Nash-

Sutcliffe coefficient (E) [11] as: 
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with 4¶i = computed monthly discharge, Qi = observed monthly discharge, Q = 

average of observed discharge and n = number of data. 

STREAM is a water balance model which simulates the water balance in a 

simplified manner, and hence only a small number of calibration parameters are 

required. This is advantageous over process-based distributed-parameter 

models, in which hydrology is simulated based on more thorough equations 

describing the physical processes involved in the hydrological cycle. However, 

as the physical reality of such models increases, so too does the number of 

parameters which must be estimated. Since empirical data on which to base 

such parameter estimations are usually scarce, and sometimes non-existent, 

over-parameterisation introduces many uncertainties into these models [12,13]. 

This high number of parameters may be necessary when the purpose of a model 

is to simulate the detailed processes of the hydrological cycle, such as in models 

for water quality management [14]. However, unnecessary over-

parameterisation often leads to little improvement in the performance of models 

to simulate the water balance of a basin [12,15]. 

In calibrating the model, care is taken to select parameters which are physically 

meaningful. Calibration is carried out for six discharge gauging stations in three 

river basins (Table 3; see Figure 1) to reduce the problem of equifinality of 

parameter estimation. Prior to the calibration, sensitivity analysis of the 

calibration parameters is reviewed. This provides measures of the changes of 

computed discharge magnitude due to the changes of a particular calibration 

parameter. The parameters used for the calibration are: CropFc, WHC, HEAT 

(used in the Thornthwaite-Mather approach for calculating potential 

evapotranspiration [3]), TOGWc multiplier (determines the proportion of surplus 

water per grid cell that runs off directly or that seeps to the groundwater) and C 

factor (determines the proportion of groundwater that contributes to baseflow, 

based on slope).  

It is found that discharge calculation is sensitive to CropFc and fairly sensitive 

to WATERH and the C factor, as also reported by [17]. In our study, the model 

is also sensitive to the HEAT factor. Several sets of calibration parameters are 

used for input to run several simulations. The resulting simulated discharges are 

compared to the observed values. The optimum set of calibration parameters is 
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taken according to the fitness of computed discharges to the observed ones 

evaluated from the correlation coefficient (r), ratio between computed and 

observed total annual average values given in %, and Nash-Sutcliffe coefficient 

(E). The final calibration parameters chosen for those parameters governing the 

overall water balance required no or little calibration: for WATERH and HEAT 

we used the standard uncalibrated parameters (i.e. 1.0), whilst the value used for 

CropFc (i.e. 0.9) shows little change from the standard uncalibrated value of 

1.0. Hence, the water balance was simulated well using the standard parameters 

based on the empirical equations by which the model is driven, so that very 

little calibration was required. The parameters TOGWc and C, which influence 

the peaks and troughs in discharge, are also very much standard values (see, for 

example, [17]). The resulting optimum set of calibration parameters for 

discharge computation is shown in Table 4. 

Table 3 Discharge characteristics at the observation stations. 

Catchment Station Duration 
Length of 

record 

qmin 

(m3/s) 

qmax 

(m3/s) 

qmean 

(m3/s) 

Qtot 

(m3/s) 
Missing data 

Citarum Majalaya 1988-2002 9 years 9.7 51.7 11.6 138.9 1989-1991 

 Nanjung 1983-2002 18 years 2.2 210.6 74.6 894.7 1989, 1998 

Cisadane Katulampa 1990-2002 9 years 0.1 40.8 9.1 109.4 1991, 1999 

 Batubeulah 1984-2002 18 years  7.7 254.4 96.7 1160.1 - 

Ciliwung Genteng 1991-2002 10 years 0.2 40.2 11.5 138.4 1993, 1999 

 Ratujaya 1980-1998 9 years 0.4 31.4 11.3 135.7 1982-1990, 1996 

Table 4 Setting of optimum calibration parameters. 

Symbol Parameter Value 

CropFc Crop factor 0.9 

C Based on slope 3.0 

WATERH Water holding capacity factor 1.0 

H HEAT factor 1.0 

TOGWc Ratio of direct and delayed run off 0.5 

In Figure 5, time series comparisons are shown between observed and computed 

discharge. It is seen that the spatial tool can simulate discharge events with low 

and high magnitudes. In Batubeulah, the computed values do not follow the 

increasing observed values in the last half of the simulation period resulting in 

poor agreement. We are challenged by limited knowledge of the increasing 

observed discharge in Batubeulah in the last half of the observation period and 

unable to elaborate how such an increase occurred. However, better agreement 

is seen in the other observation stations (i.e. Majalaya, Nanjung, Katulampa, 

Genteng and Ratujaya).  
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Figure 5 Comparison between computed and observed discharge time-series. 
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In Figure 6, hydrographs are shown comparing modelled and observed mean 

monthly discharge at various stations. The corresponding statistics are shown in 

Table 5. The computations agree quite well with the observations, with 

correlation coefficients (r) ranging from 0.72 to 0.93. Excluding Batubeulah, the 

computation shows accuracy of total mean annual discharge ranging between 92 

and 105%. These correspond to deviations between modelled and observed 

mean annual discharges ranging from -8 to +5%. Among the other observation 

stations, good agreements are found in Nanjung, Katulampa and Genteng. 
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Figure 6 Comparison between computed and observed mean monthly 

discharge. 

Table 5 Agreement between computed and observed discharges. 

No Station Catchment Length r % E 

1 Majalaya Citarum 9 years 0.89 105 0.46 

2 Nanjung Citarum 18 years 0.93 100 0.80 

3 Katulampa Cisadane 9 years 0.91 92 0.76 

4 Batubeulah Cisadane 18 years 0.81 45 -11.41 

5 Genteng Ciliwung 10 years 0.93 94 0.66 

6 Ratujaya Ciliwung 9 years 0.72 105 0.35 
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5 Further Concerns 

STREAM has been applied for simulating the water balance parameters of some 

RI� WKH� ZRUOG¶V� PDMRU� ZDWHUVKHGV� >1,16,17,18]. Here, STREAM shows its 

capability in simulating discharges across multiple micro watersheds. Bearing 

in mind that generalised land use maps are used, the land use data are held 

constant over the simulation period, and the climate data are of a fairly low 

spatial resolution, with minor exceptions the spatial tool studied here provides 

computed discharges with acceptable agreement with the observed values. Still, 

further elaboration on this is required for further study. Upon elaboration for 

improvement of the agreement between computed and observed discharges, the 

model could be used for simulating longer time-series of discharge in the past, 

and could be improved by using more representative (time-varying) land use 

data. 
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