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Intisari: :
Kita mengetahui bahwa bidang ilmu dan teknologi infomasi sangat dibutuhkan karena

tidak dapat diragukan lagi mempunyai suatu pengaruh yang besar dalam kehidupan saat ini.
Untuk suatu perusahaan yang secara khusus yang bergerak di bidang jasa, permasalahan yang
dihadapi adalah ketika pihak perusahaan mengirimkan barang dengan tujuan alamat yang
diperoleh- dari pihak pelanggan, seringkali pihak pelanggan tidak memberikan alamat
pengiriman secara tepat sehingga pihak perusahaan harus memprediksi alamat tersebut secara
manual. Dalam melakukan hal ini, membutuhkan waktu yang tidak sedikit sehingga
mengurangi kualitas pelayanan terhadap pelanggan. Dari permasalahan ini, diperlukan suatu
solusi yang dapat membantu perusahaan dalam melakukan prediksi suatu alamat yang benar. -

Salah satu solusi memprediksi validitas alamat adalah dengan membuat suatu sistem
yang dianggap mampu melakukan prediksi suatu alamat secara tepat. Metode decision tree
dengan algoritma ID3 merupakan salah satu metode dari data mining yang digunakan untuk
mengklasifikasikan data sampel ke dalam kelas-kelas tertentu. Berdasarkan kemampuan dari
metode ini, kemudian dilakukan penelitian dalam bentuk skripsi untuk menganalisis
keefektifitasan metode ini dalam melakukan prediksi alamat menggunakan kelas yang
terbentuk dari metode ini. Bentuk penelitian yang dilakukan adalah dengan melihat tingkat
kebenaran yang dihasilkan oleh metode ini dalam melakukan validitas prediksi suatu alamat
pada sekumpulan data uji yang diteliti.

Hasil akhir dari skripsi adalah penelitian terhadap hasil prediksi suatu alamat pada
sejumlah data pengujian dengan persentase tingkat kebenaran, kesalahan, dan data yang tidak
bisa diprediksi untuk mengetahui keefektifitasan metode decision tree dengan algorltma ID3
dalam melakukan prediksi suatu alamat.

PENDAHULUAN

Suatu' perusahaan yang memiliki jasa
pengiriman barang yang bergerak di dalam kota
mempunyai beberapa masalah. Salah satu analisis
yang bisa dilakukan adalah pengecekan kebenaran
alamat karena sering kali pelanggan tidak
memberikan alamat pengiriman secara tepat sehingga
pihak perusahaan harus memprediksi alamat tersebut
secara manual.

Penelitian ini dilakukan dengan

menerapkan metode Decision Tree menggunakan

algoritma ID3, serta untuk mengetahui kemampuan
metode ini dalam menangani pengelompokan data-
data alamat, dan Jjuga untuk mengetahui kemampuan

metode ini dalam memberikan hasil keputusan

 alamat yang tepat.

DECISION TREE

Salah satu metode data mining yang

umum digunakan adalah decision tree yang
merupakan sebuah flow chart yang seperti struktur

pohon, dimana setiap titik pohon merupakan atribut
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yang telah diuji. Bagian awal dari pohon keputusan
 ini adalah titik akar (root), sedangkan setiap cabang
dari decision tree merupakan pembagian berdasarkan
hasil uji, dan titik akhir (leaf) merupakan pembagian
kelas yang dihasilkan. Pada umumnya proses dari
sistem decision tree adalah mengadopsi strategi
pencarian solusi

top-down untuk ruang

pencariannya. Pada proses mengklasifikasikan
sampel yang tidak diketahui, nilai atribut akan diuji
 pada decision tree dengan cara melacak jalur dari titik
* akar sampai titik akhir, kemudian akan diprediksikan
kelas yang ditempati sampel baru tersebut.

Decision tree mempunyai 3 tipe simpul yaitu:

_@ simppl akar dimana tidak memiliki cabang
yang masuk dan memiliki cabang lebih dari satu,
terkadang tidak memiliki cabang sama sekali.

O simpul internal dimana hanya memiliki 1
“cabang yang masuk, dan memiliki lebih dari 1
cabang yang keluar.

® simpul daun atau simpul akhir dimana hanya
memiliki 1 cabang yang masuk, dan tidak memiliki

cabang sama sekali dan menandai bahwa simpul

tersebut merupakan label kelas.

Simpul Akar

JALAN l

Bausasran
Simpul Daun
Demakan Baru

\> KECAMATAN ' :
TEGALREJO - KLITREN LOR
; L KELAS) )\ KELAS) )
; Danurejan

BAUSASRAN
 (KELAS) )

Gambar 1.Decision Tree

Simpul Internal Kepuh

Tahap awal dilakukan pengujian simpul akar,

: Jjika pada pengujian simpul akar menghasilkan
sesuatu maka proses pengujian juga dilakukan pada
setiap cabang berdasarkan hasil dari pengujian. Hal

ini berlaku juga untuk simpul internal dimana suatu

kondisi pengujian baru akan diterapkan pada

simpul daun.

METODE DECISION TREE CLASSIFICATION
DENGAN ALGORITMA ID3

Algoritma TID3 juga dikenal dengan nama
C4.5 diperkenalkan dan dikembangkan pertama kali
oleh Quinlan. Algoritma ID3 membentuk pohon
keputusan dengan cara pembagian dan menguasai
sampel secara rekursif dari atas ke bawah. Algoritma
ID3 dimulai dengan semua data yang ada sebagai
akar dari pohon keputusan. Sebuah atribut yang
dipilih akan menjadi pembagi dari sampel tersebut.
Untuk setiap atribut dari cabang yang telah dibentuk,
semua sampel yang memiliki nilai yang sama dengan
atribut cabang akan masuk dalam anggotanya dan .
dinamakan anak cabang. Berikut ini merupakan
algoritma dari Decision Tree .
Masukan : Data Sampel, daftar dari atribut tes

1. BuatNodeN.

2. Jika sampel pada kelas yang sama, maka N
akan menjadi leaf node dan diberi nama dengan nama
kelas kemudian proses berhenti. Jika tidak, maka
lanjutkan proses ke langkah 3.

3. Untuk setiap  atribut tes, lakukan
perhitungan information gain masing-masing atribut
tes.

4. Pilih atribut tes, atribut dengan information
gain terbesar, sebagai atribut split yang akan
digunakan untuk mexﬁbagi data sampel

5. Berinama pada node N dengan atribut split.

6. Untuk setiap nilai, a, dari atribut split.
Lakukan langkah 6 samipai dengan langkah 8.

7. Buat sampel baru, s,, dengan kondisi atribut
split sama dengan a,

8. Lakukan pembuatan node menggunakan

Prosedur Decision Tree dengan s, sebagai data sampel
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baru, dan daftar atribut dari sampel tersebut.

Tujuan dari pengukuran nilai information
gain adalah untuk memilih  atribut yang akan
dijadikan cabang pada pembentukan pohon
keputusan. Atribut yang memiliki nilai information
gain yang tertinggi akan dipilih menjadi atribut uji
untuk dijadikan cabang pohon. Berikut ini rumus
informasi

untuk menghitung yang diperlukan

mengkelaskan sampel adalah:

8.8 .8 Z =) g2
TS
Berikut ini rumus untuk menghitung
informasi masing-masing atribut adalah :
SNl
=5 J mj
E(A)—Z—E——I( 12525058
T
dimana I(S1j,...,Smj) dapat dihitung
dengan rumus:
m S >
i i i
I(8,), 850 8,y) = =2 =i Log,
=|s, s

Sesudah mendapatkan nilai informasi
mengkelaskan sampel dan nilai informasi pada
masing-masing atribut, maka nilai information gain
dapat dihitung dengan rumus:
Gain(A)=I(S,,S,,....S,) - E(4)

Informasi gain dari setiap atribut akan dihitung, dan
atribut yang mendapatkan nilai gain yang terbesar
akan dipilih menjadi fest attribute untuk dijadikan
cabang dari pohon keputusan yang akan ‘dibentuk.
Nilai dengan gain yang tertinggi akan di jadikan batas
untuk pembagian kelompoknya, dengan rumus Z Y <

dan Y>Z.

IMPLEMENTASI SISTEM
Pada bagian ini, akan dilakukan

penginputan untuk melakukan prediksi alamat

dengan contoh data masukah yaitu “bausasran DN III

gondomanan telp. (0274) 543232” dan dapat

dilihat pada gambar berikut ini :

Alamat | bausasran DN lll gondomanan telp. (0274)543232

KELURAHAMN :

- TIPE ALAMAT :

PREDIKSI ALAMAT :

Gambar 2.For suw&lamat
Form cleanning parsing akan muncul ketiké
tombol “PROSES” ditekan serta masukan alamat
membutuhkan pembersihan data untuk
menyesuaikan pengelompokan data masukan alamat
dengan data warehouse agar proses analisis dengan

metode decision tree bisa dilakukan. Form cleaning

" parsing terdiri dari 3 tahap yang dijelaskan dengan

gambar-gambar berikut :

Terdapat lebih dari satu untuk setiap bagian dari alamat yang anda input. Pilih dari sellap
bagian pada kelompok alamat, pilihan yang anda anggap benar.

i NBITIO S e R

mﬁ

ONDOMANAN

i
KLP: JALAN

=

Gambar 3.Forin Cleanning Parsing Tahap 1

Form Cleanning Parsing Tahap 1 ini
ditampilkan ketika sistem mendeteksi data masukan
alamat mempunyai lebih dari satu lokasi untuk setiap
bagian kelompok yang mengharuskan pengguna
untuk memilih salah satu lokasi dari setiap bagian

kelompok. Pada contoh data yang dimasukkan,

 sistem mendeteksi dua lokasi pada bagian kelompok
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jalan yaitu ‘bausasran’ dan ‘gondomanan’. Dalam hal
ini, jalan 'bausasran’ dipilih sebagail kelompok jalan
yang benar. Setelah pemilihan selesai, pengguna
menekan tombol “Lanjut” untuk melanjutkan ke

proses berikutnya.

merupakan atribut tambahan.

Ada kata vang tidak mempunyai kelompok bagian. Pih kata tersebut jika kata tersebut
Kata yang tidak dipilih akan dihilangkan dari input alamat

L Mama o iAtribut Tambahen i oo Keterangan Hasil oo e *‘

on [ o f

Gambar 4.Form Cleanning Parsiﬂg Tahap 2

Form Cleanning Parsing Tahap 2 ini
* ditampilkan ketika sistem mendeteksi ada bagian dari
data masukan alamat yang tidak mempunyai bagian
kelompok. Jika bagian data tersebut merupakan
atribut tambahan, maka pengguna harus memilih
bagian tersebut. Jika tidak, maka bagian data tersebut
akan dihilangkan dari data masukan alamat. Pada
contoh data yang dimasukkan, sistem mendeteksi
kata 'TII' sebagai atribut yang tidak mempunyai
bagian dalam kelompok. Dalam hal ini, angka 'TII'
dipilih sebagai atribut tambahan dari kata 'DN’".
Setelah pefnilihan selesai, pengguna menekan
tombol “Lanjut” untuk melanjutkan ke proses

berikutnya.

Berikut ini merupakan hasil dari perubahan yang dilakukan sistem terhadap input dari
slamat yang dianggap salah

e o =Ll o o

(0274)543232

o el

Gambar 5.Form Cleanning Parsing Tahap 3

Form Cleanning Parsing Tahap 3 ini
ditampilkan ketika sistem melakukan pembenaran

penulisan yang sesuai dengan kriteria penulisan

sistem yang ada pada data masukan alamat. Pada
contoh data yang dimasukkan, sistem mendeteksi
kata ‘(0274) 543232° sebagai kata yang
penulisannya dianggap tidak tepat sehingga sistem
memberikan penulisan yang menurut kriteria sistem
benar yaitu '(0274)543232'. Setelah selesai,
pengguna menekan tombol “Lanjut” untuk

melanjutkan proses.

[P Hasil setelah proses Cleaniing Parsing
: BAUSASRAN DN Il TELP. (0274)543232

L“ie‘esa‘- |

|

Gambar 6.Form Konfirmasi Cleanﬁfng Parsing

Form Konfirmasi Cleanning Parsing ini
ditampilkan ketika sistem selesai melakukan proses
Cleanning Parsing dan menampilkan hasil proses.
Jika pengguna ingin menckan tombol “Selesai”
maka proses Cleanning Parsing akan berhenti lalu
sistem akan menampilkan hasil pengelompokan pada
form Prediksi alamat. Tampilan setelah proses
pengelompokan dilakukan dapat dilihat pada gambar

berikut :

L Alamat | bocsasran DR gondcimanar telp. (02741543207

TIPE ALAMAT : KELURAHAMN :
JALAN BAUSASRAN

HAMA : KODE POS :
RACISASRAN & R e S T el i

HO TELP: KECAMATAM :

DANUREJAN
KABUPATEN :

(0274)543232

|

PREDIKSI ALAMATY :

Gambar 7.Form Prediksi Alamat setelah proses
Cleanning Parsing '
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Proses selanjutnya setelah pengelompokan
bagian alamat dilakukan, pengguna dapat melakukan
analisis untuk mendapatkan hasil prediksi alamat dari
metode decision tree dengan menekan tombol
“ANALISIS” yang berada di bagian tengah sebelah
kanan pada form. Proses analisis ini dapat
menampilkan suatu tree jika decision tree terbentuk
serta menampilkan prediksi alamat. Hasil prediksi

dari masukan data dapat dilihat pada gambar berikut

ini:

AL

Ssran D gonchar

TIPE ALAMAT : KELURAHAIR :

JALAN BAUSASRAN
HAMA : KODE POS :

BAUSASRAN
HO TELP:

(0274)543232

KECAMATAH :
DANUREJAN
KABUPATEN :

{HM_JALAN (ROOT)
| & ABUBAKAR ALI
| = BAUSASRAN

1= BAUSASRAN(KELAS})
} 4 COKRODIRJAN

e Y

REDIKSI ALAMAT &

JALAH BAUSASIAN DH I,
KELURAHAN DAUSASHAN, HECADIATAN DAHURE SRH,
2 | KABUPATEN YOGYAKARTA, KODEPGS §5211, TELP. (02741543232

Gambar 8.Form Prediksi Alamat seielah proses
ANALISA

Dari contoh kasus data masukan tersebut
zkan diperoleh suatu hasil prediksi alamat sebagai
berikut :

; JALAN BAUSASRAN DN llI,
1 KELURAHAN BAUSASRAN,
. KECAMATAN DANUREJAN,

' KABUPATEN YOGYAKARTA,
' KODEPOS 55211, TELP. (0274)543232

Suatu masukan alamat dengan contoh data
masukan adalah “JLN. WAHIDIN, KEL.
KOTABARU”. akan menghasilkan suatu decision
ree dengan nilai simpul internal terdiri dari dua
k=las. Sistem menangani hal tersebut dengan
pemberian suatu pesan yang memberikan informasi

terhadap pengguna bahwa masukan alamat tersebut

tidak bisa diprediksi serta informasi tentang
terbentuknya . decision tree yang pada simpul
internalnya terdapat nilai yang terdiri lebih dari satu
kelas. Sistem kemudian menampilkan setiap kelas
tersebut. Berikut ini merupakan pesan yang
ditampilkan oleh sistem serta contoh kelas yang
ditampilkan ketika nilai simpul internal pada decision

tree terdiri lebih dari satu kelas :

Gambar 9.Pemberian informasi untuk nilai
yang lebih dari satu kelas

fal Kade Py i 4. Wabkmnat I Y

55222 GONDOKUSUMAN | YOGYAKARTA |KLITREN LOR —‘
DR. WAHIDIN [55224 GOMDOKUSUMAN [ YOGYAKARTA |KOTABARU

Gambar 10.Informasi data kelas pada nilai
yang lebih dari satu kelas

Suatu masukan alamat dengan contoh
“MANCASAN WB 1I 686, 377762” akan
menghasilkan suatu hasil prediksi alamat yang salah.
Sistem menangani hal tersebut dengan pemberian

suatu pesan yang memberikan informasi bahwa

terjadi perbedaan hasil pada kelompok masukan dan

kelompok hasil prediksi serta memberikan tanda “X”
pada bagian kelompok masukan yang tidak sesuai
dengan kelompok hasil prediksi. Berikut ini
merupakan pesan yang ditampilkan oleh sistem dan

tampilan pada form prediksi alamat :

Gambar 11.Pesan untuk perbedaan hasil
prediksi dengan masukan alamat



: Alamat | ASRNCAZ S VE L EBE, 377782

TIPE ALAMAT :
KAMPUNG
HAMA :
MANCASAN
HO TELP:

(0274)377762

KELURAHAI :

KODEPOS :

KECAMATAMN :
WROBR&JAN S
KABUPATEH :

E MADUBRONTO
| # - MADUMURTI
- MAHESO DANU 2
i IMANCASAN
H CONDOHGCATUR (KELAS)
£ MPALIANGAN

PREDIKSI ALAMAT :

KAMPURG MARCASAH,
£ | KELURAHAH COHDONGCATUR, KECAMATAN DEPOK,
;| KABUPATEN SLEMAHN, KODEPQS 55283, TELP (027377762

: Gambr 12.Peen tanda )—{” pada kelompok
masukan alamat yang salah
ANALISIS SISTEM
Pada bagian analisis sistem ini, dilakukan
pengujian dengan memasukan data alamat secara
acak sebanyak 114 data. Secara keseluruhan, sistem
ini dianggap mampu untuk memenuhi kebutuhan
pengguna dalam melakukan prediksi alamat.
Berikut ini merupakan pengujian yang dilakukan
terhadap sistem untuk menguji hasil prediksi data
sampel terhadap kebenaran suatu alamat.
Jumlah data uji sampel alamat = 114 data.
¢  Kebenaran sistem dalam melakukan

prediksi

: Secara keseluruhan, jumlah data dengan
kebenaran prediksi sebanyak 100 data, tetapi tingkat
kebenaran tersebut terdiri dari 2 kategdri yaitu
terbentuk decision tree dan tidak terbentuk decision
tree yang dikarenakan pada tabel sampel hanya terdiri
dari 1 data. Berikut ini merupakan jumlah hasil
prediksi dengan kategori tersebut :
= Terbentuk decision tree : 32 data sampel.

= Tidak terbentuk decision tree : 68 data
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sampel.

¢ Kesalahan sistem dalam melakukan
prediksi

~ Secara keseluruhan, jumlah data dengan

kesalahan prediksi sebanyak 4 data dengan terbentuk
decision tree.

¢ Data yang tidak bisa diprediksi

Sistem tidak bisa melakukan prediksi pada
10 data sampel yang dimasukkan.

¢ Persentase
- Kebenaran prediksi

persentase secara keseluruhan :

100
—x100% = 87,72 %
114

Persentase dengan kategori :

- Terbentuk decision tree

persentase :

32 100% = 28,07 %
114
- Tidak terbentuk decision tree

persentase :
8 100% = 59.65 %
114
- Tidak bisa diprediksi

per sentase .

10 100%=877%
114

- Kesalahan  prediksi, dengan terbentuk
decision tree

persentase secara keseluruhan :

A 100%=3,51%
114

KEKURANGAN SISTEM
- A. Metode decision tree tidak dapat
melakukan prediksi terhadap suatu kelompok jalan -

yang mempunyai 2 kelurahan dengan kelurahan
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sebagai parameter kelas. Hal ini menyebabkan
prediksi terhadap kelompok jalan tersebut tidak
terlalu akurat, karena kelompok jalan tersebut terdiri
dari dua kelas yang berbeda.

Contoh suatu jalan yang terdiri dari 2 kelas :
Jalan A.M. Sangaji -> kelurahan Cokrodiningratan
dan kelurahan Karangwaru
Jalan Sultan Agung -> kelurahan Purwokinanti dan
kelurahan Gunungketur

B. Metode decision tree tidak dapat
melakukan prediksi terhadap suatu nama jalan yang
sama tetapi berbeda lokasi. Hal ini menyebabkan
prediksi terhadap kelompok jalan tersebut menjadi
tidak akurat.

C. Metode ' decision tree tidak dapat
melakukan prediksi terhadap suatu jalan yang tidak
terdapat dalam tabel sampel karena decision tree
terbentuk berdasarkan data yang ada dalam tabel
sampel. Berdasarkan hal itu, suatu alamat yang tidak
terdapat dalam tabel sampel menyebabkan tidak
terbentuknya decision tree sehingga data tersebut

tidak bisa diprediksi.

KESIMPULAN

Berdasarkan perancangan dan
implementasi program, maka dapat diperoleh
kesimpulan sebagai berikut :

¢  Berdasarkan hasil pengujian, dapat
dilihat metode decision tree jika diimplementasikan
dalam sistem ini untuk memprediksi suatu alamat
mempunyai persentase tingkat kebenaran secara

keseluruhan sebesar 87,72 %, tingkat kesalahan

secara keseluruhan 3,51 %, dan data yang tidak bisa

diprediksi sebesar 8,77 %

¢ Hasil prediksi dari metode decision tree
menjadi tidak akurat karena tidak mampu menangani
suatu data alamat yang terdiri dari dua kelas yang
berbeda atau nama yang sama tetapi lokasi yang
berbeda.

¢ Metode decision tree tidak mampu
melakukan prediksi pada data alamat yang tidak
terdapat pada data sampel
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