Proceedings of the 10th International
Scientific and Practical Conference

«Global and Regional Aspects of NO

Sustainable Development» 202

(May 26-28, 2024). | C
Copenhagen, Denmark hﬁlﬁeﬂﬁngﬁf

INFORMATION AND WEB TECHNOLOGIES

Analyzing Amazon SageMaker and
BrainChip Akida Neuromorphic Processor,
pioneering approaches in machine learning

Rustam Khamdamov', Shokhrukh Turakulov?, Sayyora Iskandarova3,
Akbarova Mohidil*

! Digital technologies and artificial intelligence research institute;
Republic of Uzbekistan

2 Digital technologies and artificial intelligence research institute;
Republic of Uzbekistan

3 Tashkent University of Information Technologies named after Muhammad al-Khwarizmi;
Republic of Uzbekistan

4 Tashkent University of Information Technologies named after Muhammad al-Khwarizmi;
Republic of Uzbekistan

Abstract. This article provides a detailed comparative analysis of two advanced
machine learning technologies: Amazon SageMaker and BrainChip Akida Neuromorphic
Processor. Amazon SageMaker, a fully managed service from AWS, facilitates the
building, training, and deployment of machine learning models at scale, supporting
various frameworks and offering automated infrastructure management. Conversely,
BrainChip Akida introduces a neuromorphic computing approach, designed to mimic
human brain processes, thus enabling efficient, low-power AI computations ideal
for edge devices. This analysis highlights the core features, applications, and
operational implications of each technology. SageMaker excels in scalable, cloud-
based environments requiring robust data handling and flexible computational
resources, making it suitable for industries such as finance and healthcare.
Akida, on the other hand, performs optimally in edge computing scenarios where
power efficiency and rapid, local data processing are critical, such as in IoT
devices and autonomous vehicles. The article discusses the suitability of each
platform for specific use cases and examines how each technology meets different
requirements in the expanding field of artificial intelligence and machine
learning.

INTRODUCTION
In the rapidly evolving field of artificial intelligence
(ATI) and machine learning (ML), the development of

sophisticated platforms and processors has dramatically
enhanced the capabilities and applications of these
technologies. Among the forefront of these innovations are
Amazon SageMaker and BrainChip Akida Neuromorphic Processor.
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Each of these technologies offers unique approaches to machine
learning, tailored to meet specific needs and challenges
within various sectors.

Amazon SageMaker is a comprehensive cloud-based service
provided by Amazon Web Services (AWS) that simplifies the
process of building, training, and deploying machine learning
models at scale. Designed to accommodate a wide range of ML
frameworks and environments, SageMaker supports the entire
machine learning workflow from model ideation to deployment
and management. Its robust, scalable infrastructure 1is
particularly beneficial for businesses that require
flexibility and high computational power, making it a
preferred choice for industries like finance and healthcare.

Amazon SageMaker is used to train, build, and deploy the
machine learning model. Amazon SageMaker Neo makes it possible
to train machine learning models once and run them anywhere
in the cloud and at the edge [2].

Conversely, BrainChip Akida represents a paradigm shift
in processing technology with 1its neuromorphic processor
design, which mimics the neural structure of the human brain
to perform high-efficiency computations at remarkably low
power levels. This processor is particularly suited for edge
computing applications, where processing speed and power
efficiency are critical. Applications ranging from Internet
of Things (IoT) devices to autonomous vehicles benefit from
Akida’s ability to process data locally, allowing for faster
response times and reduced reliance on cloud services.

This article explores these two pioneering technologies,
examining their architecture, operational domains, and
practical applications. By comparing their functionalities
and use cases, we aim to highlight how Amazon SageMaker and
BrainChip Akida are shaping the future of machine learning
deployment across different environments, emphasizing their
impact on both cloud and edge computing paradigms.

The Akida Development Environment includes the Akida
Execution Engine, data-to-spike converters, and a model zoo
of pre-created SNN models. The framework leverages the Python
scripting language and its associated tools and libraries,
including Jupyter notebooks, NumPy, and Matplotlib.

The Akida Execution Engine 1is at the center of the
framework and contains a software simulation of the Akida
neuron, synapses, and the multiple supported training
methodologies.
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Figure 1
Here is how object detection and image classification works at NRI

The engine 1is easily accessed through API calls in a
Python script, so users can specify their neural network
topologies, training method, and datasets for execution.
Based on the structure of the Akida neuron, the execution
engine supports multiple training methods, including
unsupervised training and unsupervised training with a
labelled final layer [3].
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Brc022 Akida Development Environment architecture

In the expansive field of artificial intelligence (AI)
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and machine learning (ML), technological diversity 1is not
just a phenomenon but a necessity. Different applications and
environments demand unique solutions, ranging from cloud-
based scalable platforms to edge-based efficient processors.
This article delves into two pioneering technologies—Amazon
SageMaker and BrainChip Akida Neuromorphic Processor—each of
which represents a cutting-edge approach to machine learning,
tailored for distinct operational contexts and requirements.

Amazon  SageMaker: Streamlining Cloud-Based Machine
Learning

OVERVIEW OF AMAZON SAGEMAKER

Amazon SageMaker 1s a comprehensive, fully-managed
service provided by Amazon Web Services (AWS) that simplifies
the entire process of building, training, and deploying
machine learning models. By offering extensive support for
popular ML frameworks and built-in optimized algorithms,
SageMaker democratizes machine learning by making 1t more
accessible to developers and data scientists without deep
expertise in model tuning and infrastructure management.

Core Features:

- Versatile Framework Support: SageMaker supports
multiple ML frameworks, including TensorFlow, PyTorch, and
MXNet, allowing users to bring their preferred tools into a
scalable cloud environment.

— Ease of Deployment: Models can be quickly deployed and

scaled with automatic provisioning of necessary
infrastructure, which is crucial for handling wvarying loads
efficiently.

— Integrated Development Environment: The SageMaker

Studio provides a unified interface where users can perform
all ML development stages—from notebook creation and
experimentation to training and debugging.

APPLICATIONS AND IMPACT OF SAGEMAKER

SageMaker is ideal for Dbusinesses that require robust,
scalable machine learning solutions. Its capabilities are
particularly beneficial in industries 1like finance, where
models must be retrained and deployed rapidly to respond to
new data, and healthcare, where large datasets are common,
and predictive accuracy is critical.

BrainChip Akida: Advancing Edge AI with Neuromorphic
Computing

OVERVIEW THE BRAINCHIP AKIDA NEUROMORPHIC PROCESSOR

The BrainChip Akida Neuromorphic Processor is at the
forefront of neuromorphic computing, a technology inspired by
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the neural structures of the human brain. This processor is
designed to perform high-efficiency neural computations in
hardware, making it highly suitable for edge applications
where power consumption and speed are critical constraints.

Core Features:

— Event-Based Processing: Akida processes data inputs as
events, similar to neurons in the human brain. This method
conserves energy by activating processing only when new data
arrives.

— On-Chip Learning: Unlike traditional models that
require data to be sent Dback to a central server for
retraining, Akida can learn from new data directly on the
chip, enhancing its utility in remote and mobile environments.

- Low Power Requirement: It operates with remarkably low
power consumption, which is crucial for deployment in edge
devices like sensors and mobile phones.

APPLICATIONS AND IMPACT AKIDA’'S ARCHITECTURE

Akida’s architecture 1is particularly beneficial for
applications in autonomous vehicles, Internet of Things (IoT)
devices, and other areas where processing needs to occur
locally and efficiently without latency introduced by cloud
dependencies.

Comparative Analysis and Use Cases

Scalability wvs. Efficiency: While SageMaker excels in
environments requiring scalability and flexibility, Akida
provides optimal solutions for settings where efficiency and
local processing are paramount. SageMaker leverages the
cloud’s power to manage large-scale data and complex model
training, whereas Akida brings the focus to performing
reliable and swift computations at the edge.

Learning Capabilities: SageMaker 1s better suited for
scenarios where models are trained on wvast datasets and
updated less frequently. In contrast, Akida’s ability to learn
on the fly makes it ideal for dynamic environments where
models need to evolve continually based on new sensory inputs.

Optimal Deployment Scenarios: SageMaker is invaluable for
enterprise-level applications that rely on cloud
infrastructure, demanding rapid deployment and robust
management of AT models. Conversely, Akida is tailored for
use in edge devices, providing critical capabilities where
traditional computing would be too slow or power-hungry.

CONCLUSION

Amazon SageMaker and BrainChip Akida Neuromorphic

Processor illustrate the versatility required in contemporary
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AT and ML landscapes. Each offers unique advantages tailored

to

specific operational needs—from cloud scalability with

SageMaker to edge efficiency with Akida. Understanding the
strengths and applications of each can help organizations
choose the right technology to address their specific
challenges in deploying effective machine learning solutions.
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