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1. Introduction 

Imperfections in the mounting of charge-coupled de-
vices (CCDs) [1], digital cameras, and their automated 
mounting of telescopes leads to unintentional disturbances 
of immobility at shooting during exposure time. Features of 
the formation of various typical forms on CCD frames [2] 
is the violation of the telescope observational mode and the 
formation of “blurred” images of objects. 

Due to such inaccuracies in the accompaniment of the 
objects under study on CCD frames of even one series, the 
typical form of their image can vary from frame to frame. 
This fact of the difference in the typical form of images of 
objects on a series of CCD frames significantly complicates 
the execution of various tasks of image processing and ma-
chine vision [3]. In addition, the accumulation of archival big 

data [4] suggests that the acquisition of knowledge and subse-
quent analysis of historically accumulated data significantly 
improve the accuracy and quality of processing [5]. Therefore, 
it is a relevant task to develop a computational method for the 
automated formation of a typical form of a digital image of the 
objects under study on a series of CCD frames.

The theoretical value of this method includes a more 
accurate assessment of the image parameters [6] of both 
point and “blurred” objects. The practical value is to reduce 
the number of false detections, increasing the conditional 
probability of correct detection (CPCD) of real objects [7]. 
This fact will also simplify the identification of actual 
objects with already known celestial objects of the Solar 
System (SSO) [8] from the list of those cataloged in in-
ternational astrometric databases [9], as well as in virtual 
observatories [10].
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A computational method for the automated 
formation of a typical form of a digital image of 
the investigated objects on a series of digital frames 
has been developed. Due to the imperfection of the 
mounting of digital cameras, as well as their automated 
mounts, their immobility at shooting during exposure 
time can be disturbed, which leads to the formation of 
"blurred" images of objects of various forms. 

Due to such inaccuracies in the tracking of objects 
on digital frames, even in one series, the typical form of 
the image of objects can vary from frame to frame. This 
fact of the difference in the standard form significantly 
complicates the execution of various image processing 
tasks.

In order to simplify the evaluation of the image 
parameters of objects in a series of digital frames, it 
has been proposed to use a typical image on a digital 
frame corresponding to the average image of objects as 
a model of object images. In this case, the appearance 
of the image of the object, its form, the distribution of 
brightness in the image will be determined only by the 
typical image.

This paper proposes a computational method for 
the automated formation and evaluation of the typical 
form of the image of an object in a digital frame based 
on the initial data – the actual given digital frame. 
This computational method is based on the selection 
of single images of objects and the formation of their 
rectangular area. Next, the offset is evaluated, and 
the selected single images of objects are normalized to 
calculate the typical form of the object image.

Using the method makes it possible to highlight 
objects against the background of noise and reduce 
the number of false detections. It is recommended to 
apply the method only in the case when the frames have 
defects and "blurs" during the shooting, otherwise there 
will be unreasonable additional computational costs.

The developed computational method was 
successfully tested in practice within the framework of 
the CoLiTec project and implemented in the intraframe 
processing unit of the Lemur software
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As the initial data, a digital frame is selected, on which, 
as a result of intra-frame processing, NS single images of ob-
jects are detected. The image data contain random additive 
noise with a normal Gaussian distribution [27]. Images of 
single objects are within the IFPA. At the same time, the 
m-th IFPA is a set of ΩSm of NSm pixels. Accordingly, the 
problem statement implies the formation and evaluation of 
the typical form of the image of the object on the digital 
frame on the basis of the initial data from the same digital 
frame.

3. The aim and objectives of the study

The purpose of this study is to form a typical form of 
a digital image of the objects under study on CCD frames. 
This will make it possible to use the average image of the 
object as an image model of all objects on each CCD frame 
in the series. It will also make it possible to standardize the 
typical form of the image of the object on all frames and more 
accurately evaluate its parameters.

To accomplish the aim, the following tasks have been set:
– to select single images of objects and exclude images 

distorted by coma from the list;
– to form a rectangular area of selected single images 

of objects with the subsequent assessment of their displace-
ment, as well as normalize single images of objects based on 
the choice among them those with maximum intra-frame 
correlation;

– to develop a computational method for the automated 
formation of a typical form of the object image on a series of 
digital frames.

4. The study materials and methods

The object of our study is digital images of various ob-
jects on CCD frames, which can take a variety of typical 
forms. Within the framework of this study, the basic hy-
pothesis put forward assumes that it is possible to obtain, 
on the basis of the initial data on the entire series of CCD 
frames, the corresponding average image of the object. This 
will allow it to be used as an image model (typical form) of 
objects on each CCD frame of the series. This typical form of 
the object image can be further used when performing basic 
image processing tasks by known methods. And the result of 
such processing will have a significant increase in the CPCD 
of images of objects, as well as the accuracy of estimating 
their parameters. 

The obtained research results, as well as the developed 
computational method for the automated formation of a 
typical form of a digital image of objects on a series of CCD 
frames, were converted into a program code. The C++ pro-
gramming language was used. This code was integrated into 
the system unit of intraframe processing of the Lemur soft-
ware (Ukraine) [28] within the framework of the CoLiTec 
project [29].

The statistical method was chosen as the theoretical 
method of research. The efficiency criterion was used, which 
was calculated as the RMS difference between the exper-
imental and model brightness of the pixels of the typical 
image of the blurred object on the frame. As an experimental 
study, full-scale experiments were conducted to determine 
the effectiveness of using a typical image of the object using 

2. Literature review and problem statement

A variety of typical forms of images of objects can be 
the result of incorrect choice of the mode of telescope guid-
ing (daily observation or tracking an object), disruption/fail-
ure of daily guidance, gusts of wind, or involuntary shift of a 
fixed CCD camera. This leads to synchronous elongation (the 
same directions and lengths of blurred images) of all images of 
the studied objects on the frame, which is a measure of signifi-
cant blurring. Because of this significant blurring, the typical 
forms of images of the same objects under study may differ 
from frame to frame in the series. Blurring is significant only 
when the movement of the image of the object over the entire 
time of exposure cannot be neglected. In the case when the 
images of SSO (meteors, asteroids, comets) [11] are blurred 
due to their own motion, then this blur is not significant.

Thus, the blurring of the image of the studied objects, 
as well as the difference in their typical form from frame to 
frame in the series, significantly affect the accuracy of the 
image processing and machine vision tasks [12]. For example, 
the accuracy of astrometry [6], photometry [13], and motion 
detection [14] of the studied SSO using catalogs [15]. These 
high-level processing tasks make it possible to use only 
digital images with clear boundaries and a single brightness 
peak in the center as input data. However, they do not pro-
vide for the processing of blurred images. 

This fact affects the segmentation of the image [16] due to 
the presence of different lengths of images on different frames. 
This leads to a different number of segments in the typical 
image of the object under study and requires additional anal-
ysis and filtering of segments. Therefore, the disadvantage of 
image segmentation methods is the inability to fully analyze 
only those segments and pixels that potentially belong to the 
typical image of the object under study [17].

Blurred CCD frames significantly affect the detection [18] 
and pixelation [19] of images of objects, as well as their recog-
nition [20] and classification [21]. The disadvantage of such 
image processing methods is the fact that the boundaries of 
the typical image from frame to frame are fuzzy and different. 
This leads to the fact that the evaluation of the parameters 
of typical images of objects  [3] in each frame becomes inac-
curate and varies greatly from frame to frame in the series. 
This fact affects the total standard deviation (RMS) for the 
frame and the series as a whole. In addition, the difference 
in the typical form of the image of the object from frame to 
frame in the series significantly affects the detection of its 
movement and the assessment of the parameters of the trajec-
tory of movement [6]. The disadvantage is the fact that the 
typical images of single objects are located in the intra-frame 
processing area (IFPA), which has different sizes from frame 
to frame.

Methods of addition of frames [22] can be used only 
when a typical image of the object under study is visible 
with clear boundaries on all CCD frames of the series. How-
ever, this is not possible when using the original data with a 
blurred image. Numerical methods based on Hawke, Radon 
transformations or their modifications [23, 24] are not able 
to detect a typical image of a blurred object with the re-
quired conditional probability of correct detection (CPCD). 
In addition, the accuracy of estimating image parameters by 
methods of analyzing signals and data [25], including the 
Wavelet transformation (analysis) [26], does not correspond 
to even the lowest threshold for accuracy in the absence of 
clear boundaries of the typical image of the object.
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CCD frames of the telescopes KOS “Sazhen-S” (Dunaivtsi, 
Ukraine), OMT-800 (Mayaki, Ukraine) [30], AZT8 (Yevpa-
toria, Ukraine) [31], Takahashi BRC-250M (Uzhgorod, 
Ukraine), and National Astronomical Research Institute of 
Thailand (NARIT, Thailand) [32]. The observational con-
ditions for the experiments were specially selected in such 
a way that the resulting series of CCD frames contained a 
variety of typical image forms of the studied SSOs [6].

The developed computational method was successfully 
used during the processing of test series of CCD frames. 
With this fact, the method of automated formation of a typ-
ical image form has confirmed its practical necessity within 
the framework of the main hypothesis put forward.

5. Results of investigating the automated formation of a 
typical form of a digital image of the objects under study 

on the frames

5. 1. Selecting single images of objects and excluding 
images that are distorted by a coma from the list

The original blurred images of the studied objects on a 
series of CCD frames can take a completely different image 
form from frame to frame in the series (Fig. 1).

Fig. 1. Examples of blurred images of objects on a series 

of 4 CCD frames: a – when daily observation is disrupted; 

b – in case of inaccuracies in tracking an object; 

c – with gusts of wind

The typical image of the object under study on the CCD 
frame is evaluated according to Nsel selected single images. 
To do this, a list of bright images of the objects of the frame 
is compiled, that is, images with the aperture (total) bright-
ness of the pixels of single images of objects * ,mAΣ which 
meets the condition: 

( )* 10 20 ,m noiseAΣ ≥ ÷ σ    (1)

where σnoise is an RMS estimate of the brightness of the 
background of the CCD frame;

( )( )* *

,
1

Nsm

m fml i k m
l

A A CΣ
=

= −∑ – aperture (total) brightness of the 

pixels of the m-th single image of the object; 

( )
*

,l i k m
A  is the brightness of the l(i, k)-th pixel of the set ΩSm of the m-th single image of the object; 

l(i, k) is the number of the pixel l in the set ΩSm, which 
is a function of the numbers of the ik-th pixel on the frame;

Cfm is the average brightness of the background substrate 
of the CCD frame (local or on the frame as a whole).

For each image from the list of bright images of objects, 
the eccentricity ɛm of the  object’s image is calculated:
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– second-order moments;
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=

Σ

−
=
∑     (7)

– moments of the first order;
xl(I,k)m, yl(I,k)m are the coordinates of the l(i, k)-th pixel of 

the m-th single image of the object.
We also calculate the length Lm of the image of the object:

( ) ( )2 2

max min max min ,m m m m mL x x y y= − + −  (8)

where xmmax, ymmax, xmmin, ymmin are the minimum and 
maximum values of the abscissa and ordinates of the m-th 
IFPA.

From the list of bright images of objects, we exclude im-
ages for which the estimate of eccentricity ɛm and length Lm 
does not meet the conditions:ɛm>γɛ,    (9)

1
2

1
2

,
m

L

L L

L

−
< γ     (10)

where γɛ=0.6 is the limit permissible value of the eccentricity;
L½ is the median value of the length of bright images of 

objects;γL=0.1 is the permissible relative deviation of the length 
of the image of objects.

As a criterion for the distortion of a single image of an 
object by a coma, the form parameter σGm of the m-th image 
of the object is selected. The value of the median σGmℓ½ esti-
mates of the form parameter of the Gaussian sections of the 
single image of the object is taken as an assessment of the 
form parameter σGm of the m-th image:σGm=σGmℓ½,    (11)

where ℓ is the cross-section number of a single image of the 
object.

a b 

c
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The list of bright images of objects is ordered in ascend-
ing order of the form parameter σGm. Images of objects that 
meet the following condition are excluded from the list of 
single images of objects:σGm>σG½,    (12)

where σG½ is the median value of the form parameter of sin-
gle images of objects on the digital frame.

To estimate the form parameter σGmℓ of the Gaussians 
of sections of a single image of an object, the image of the 
m-th object is divided along the semi-major axis into Nsegm 
segments of Δxseg pixels wide. Segmentation is carried out in 
the coordinate system (CS) associated with the image of the 
object. The CS center coincides with the center of the image 
of the object. The coordinates xcm, ycm of the center of the 
image are defined by expressions given in [33]:
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The object image’s CS abscissa axis is rotated relative to 
the abscissa axis of  the frame CS at angle ωm:
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– second-order moments [34].
The number of segments Nsegm is defined by the expres-

sion:

.m
segm

seg

L
N

x
=
Δ

    (19)

During the studies, the width of the segment Δxseg was 
set to 2÷3 pixels. The pixels of a single image of the m-th 
object are considered to belong to the ℓ-th segment Ωsegml if 
the following condition is met:ℓΔxseg≤xl(i,k)m<(ℓ+1)Δxseg.   (20)

The form parameter of the Gaussian of the ℓ-section σGml 
of the image of the m-th object is calculated as an element of 
the vector of OLS evaluation [34] of parameters Θσmℓ=(σGmℓ, 
AGmℓ, y0mℓ) using ALM [35] to minimize the functionality:

( )

( )
( ) ( ) ( )( )2*

, ,
, 1

min,
m

A m

Nsegm

fm ml i k m Sl i k m
l i k m

F

A C A
σ

Δ σ σ

σ Θ
=

Θ =

= − − Θ →∑






  (21)

where ( ) ( ) ( )( )20, ,2

1
exp

2
m Gm mSl i k m l i k m

Gm

A A y yσ

⎧ ⎫
Θ = − −⎨ ⎬

σ⎩ ⎭
  



 is the 

model brightness of the pixels of the ℓ-th segment of the 
blurred image of the m-th object;

Nsegmℓ is the number of pixels in the ℓ-th segment of a 
single image of the m-th object;

AGmℓ – model amplitude of the Gaussian in the ℓ-th 
segment;

y0mℓ is the coordinate of the reference center of the 
Gaussian in the ℓ-th segment along the ordinate axis.

The generated list of bright images of objects is ordered 
in descending order of aperture (total) brightness. An or-
dered set excludes 10÷20 % of the images of objects with the 
highest aperture brightness. From the resulting set, Nsel of  
the brightest images of the objects shall be selected. In other 
words, the first single image of the object in the ordered 
set selected for evaluation of the typical form on the digital 
frame has a number equal to (0.1÷0.2)NS. The number of the 
last selected single image of the object is (0.1÷0.2)NS+Nsel.

5. 2. Constructing a rectangular area of the selected 
single images of objects and then evaluating their offset

From the selected single images of objects ΩSm, a rectan-
gular region of NSx×NSy pixels is constructed. The brightness 
values Aikm of the ik-th pixel of the rectangular region of the 
m-th single image of the object are specified: 

( )
*

,

0,

,

.

,fm Sml i k m

ikm

Sm

A C l
A

l

⎧ − ∀ ∈Ω⎪
= ⎨

∀ ∉Ω⎪⎩
  (22)

The size of the rectangular area NSx×NSy is determined 
by twice the sum of the maximum size of NSmaxx, NSmaxy of 
the frame IFPA and the size of the border Nborx, Nbory along 
the abscissa and ordinate axes, respectively:

NSx=2(NSmaxx+Nborx),   (23)

NSy=2(NSmaxy+Nbory).   (24)

During the studies and subsequent analysis, the val-
ues of the size of the border Nborx and Nbory were obtained 
empirically and are equal to five pixels. To calculate the 
average image of an object from selected single images, 
the offsets between these images are pre-calculated. De-
termining the mutual offset Nsel‒1 of the selected single 
images of objects is performed relative to a single image 
of the object with the maximum intra-frame correlation. 
The offset between the selected single images is calculated 
from the coordinates of the maximum linear coefficient 
correlation ρ1m [33]. The value of the linear correlation co-
efficient of two images depends on their mutual displace-
ment. The maximum of the coefficient is reached when 
the images are fully combined, and the maximum value 
characterizes the degree of linear similarity of the studied 
images. The linear correlation coefficient is calculated in 
steps of one pixel. Preliminary studies have shown that 
this step was sufficient to assess the typical profile of the 
object’s image on the digital frame.
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The value of the ik-th pixel of the linear correlation 
coefficient ρik1m for the image of the object with the max-
imum intra-frame correlation and the m-th selected single 
image of the object is determined by the expression given 
in [33]:

( ) ( )( )( )
( ) ( )

' '1

1 1 ' '1 1

2 2

1 11 1 1 1

,
1

i k m

Nsx Nsy

ik mi i k k mi k
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ik ikm mi k i k
Sx Sy

A A A A

A A A A
N N

− −= =

= = = =

ρ =

− −
=

− −

∑ ∑

∑ ∑ ∑ ∑
(25)

where Aik1, Aikm is the brightness value of the ik-th pixel of 
the rectangular area of the image of the object with the max-
imum intra-frame correlation and the m-th selected single 
image of the object, respectively;

1 1

1 NsyNsx

m ikm
i kSx Sy

A A
N N = =

= ∑∑  (26)

is the average brightness of the rectangular  area of the m-th 
selected single image of the object.

From the xMAXm, yMAXm coordinates of the maximum 
value of the linear correlation coefficient ρ1m, the offset for 
the m-th selected single image of the object is calculated:

xshiftm=xMAXm‒½NSx+(xmmin–x1min),  (27)

yshiftm=yMAXm‒½NSy+(ymmin–y1min),  (28)

where xmmin, ymmin are the minimum values of the abscissa 
and ordinate of the m-th IFPA.

For each, for example, n-th, of Nfirst selected single images 
of objects, Nsel‒1 of the maximum values ρMAXnm of  linear 
correlation coefficients is determined. The sum ρ∑n of the 
maximum values of the linear correlation coefficients for the 
first selected single images of objects is calculated:

1

MAX
1

.
Nsel

n nm
m

−

Σ
=

ρ = ρ∑     (29)

A single image of an object with the maximum in-
tra-frame correlation is the nth first selected single image 
of the object, for which the sum ρ∑n of the maximum values 
of the linear correlation coefficients has the greatest value:

MAX arg max max .n
n

j Σ= ρ     (30)

When one defines a typical image form for a digital 
frame object, the selected single images of objects are 
normalized. Normalization is necessary to eliminate dif-
ferences in the aperture (PSF) brightness of object images 
when calculating the average or median of selected single 
images. The brightness of the pixels of the normalized sin-
gle image of the m-th IFPA object is calculated according 
to the expression: 

( )
( )

*

,

, *
,

fml i k mn

l i k m

m

A C
A

AΣ

−
=    (31)

where ( ),

n

l i k m
A  is the normalized brightness of the l(i,k)-th 

pixel of the m-th IFPA.

5. 3. Computational method of automated formation 
of the typical form of the image of an object on a series of 
digital frames

The set of pixels of a typical digital frame image Ω img 
includes pixels for which the brightness values ( ),

n

l i k m
A  of 

at least two of Nsel normalized single images of objects 
are determined. The brightness value  of the l(i, k)-th 
pixel of the typical image of the digital frame is calcu-
lated as the average brightness value of the normalized 
single images:

( )
( )

( )

( )

,

, ,
1,

1
,

l i kN
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l i k img l i k m
ml i k

A A
N =

= ∑   (32)

where N l(i,k) is the number of normalized single images 
of objects for which brightness values are defined in the 
l (i, k)-th pixel.

The resulting values of the brightness of the pixels of the 
typical image of the digital frame are standardized by the 
sum of the brightness of the pixels of the typical image of the 
digital frame:
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∑
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where Nimg is the number of pixels of the set Ωimg.
The calculation of xcimg, ycimg coordinates of the binding 

center of the typical image of the digital frame is determined 
by the expression:
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The developed computational method of automated 
formation of the typical form of an image of the object 
on a series of digital frames is the following sequence of 
operations:

1. Select Nsel single images of objects to compute a typical 
image on a digital frame according to conditions (1), (9)÷(11).

2. Form rectangular areas for Nsel selected single images 
of objects (22).

3. Calculate the linear correlation coefficients ρ1m for Nsel 
rectangular regions of single images of objects according to 
expression (25).

4. Determine the offsets of Nsel – 1 selected single images 
of objects relative to a single image of an object with maximum 
intra-frame correlation according to expressions (27) and (28).

5. Standardize Nsel selected single images of objects ac-
cording to expression (31).

6. Determine the brightness of the pixels of a typical 
image of a digital frame according to expressions (32) 
and (33).

7. Refine the typical form of the image of the digital frame.
7. 1. For Nsel normalized selected single images of objects, 

linear correlation coefficients with the typical image of the 
digital frame (25) are calculated.
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7. 2. The selected normalized single images of objects are 
sorted in descending order of the maximum values of the 
linear correlation coefficients ρm.

7. 3. From the sorted list of selected single images of ob-
jects, the first Nval valid images are selected.

7. 4. For Nval valid images of objects, steps 2–6 are repeated.
8. For the resulting typical image of the digital frame, the 

values xcimg, ycimg of the coordinates of the binding center are 
calculated according to expressions (34) and (35).

Our studies of the effectiveness of using a typical image 
of the object were carried out on the frames of the tele-
scopes KOS “Sazhen-S” (Dunaevtsy), OMT-800 (Mayaki), 
AZT8 (Evpatoria), and Takahashi BRC-250M (Uzhgorod). 
Below, Fig. 2–5, a show the typical examples of images blurred 
by the natural movement of objects found on the frames from 
these observatories. As well as images of the standard image 
of the frame formed by the developed method (Fig. 2–5, b) 
and the analytical model of the blurred image of an ob-
ject [2] (Fig. 2–5, c).

Fig. 2. Fragment of the frame of the KOS telescope “Sazhen-S”: 

a – the original image; b – the generated typical image; 

c – analytical image model

Fig. 3. Fragment of the frame of the OMT-800 telescope: 

a – the original image; b – the generated typical image; 

c – analytical image model

As a criterion for efficiency, the RMS σΔAj of the differ-
ence between the experimental and model brightness of the 
pixels of the image of the j-th blurred object on the frame was 
calculated:

( )2*

1

1
,

jN

Aj i i
ij

A A
N

Δ
=

σ = −∑   (36)

where *
iA and Ai is the experimental and model brightness of 

the i-th pixel of the image of the extended object;
Nj is the number of pixels in the image of the j-th extended 

object on the frame.
RMS difference in brightness σΔAj of the image of the 

j-th blurred object was calculated for two model values of 

the brightness of the pixels of the image. In the first case, 
the model brightness was calculated from the formed typical 
image of the object on the frame, in the second – from the 
analytical model of the blurred image of the object [2].

Table 1 gives the RMS characteristics σΔAj of the differ-
ence in the experimental and model brightness of the pixels 
of all images of blurred objects in the frame. Namely, the 
average RMS value σΔA of the difference in brightness MσΔA 
in the frame (column 3); the value of the median M1/2σΔA in 
the frame (column 4); the maximum maxσΔA and the mini-
mum minσΔA RMS values of the brightness difference in the 
frame (columns 5–6).

a b c

a b c

c

Fig. 5. Fragment of the frame of the telescope Takahashi 

BRC-250M: a – the original image; b – the generated typical 

image; c – analytical image model

a

b

a

b

c

Fig. 4. Fragment of the frame of the AZT8 telescope: 

a – the original image; b – the generated typical image; 

c – analytical image model
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Based on the data in Table 1, one can conclude that the 
effectiveness of the developed method for forming a typical 
image sha form pe of an object is much higher (up to 54 %) 
in relation to using an analytical image model [2].

6. Discussion of results of investigating the automated 
formation of the standard form of the image of objects on 

a series of digital frames

Within the framework of this work, the possibility of 
automated formation of a typical form of the image of an 
object on a series of digital frames was investigated. As a 
result of our studies, examples of blurred images were ana-
lyzed (Fig. 1), as well as typical conditions for their appear-
ance. Existing methods of image processing and machine 
vision [8] were also analyzed. Basically, they are aimed at 
detecting objects [3], their movement, and estimating image 
and trajectory parameters [6]. However, the accuracy and 
quality of processing by such methods directly depended on 
the accuracy and quality of the original image of the object 
under study on the CCD frame.

Therefore, within the framework of the CoLiTec research 
project [29], the developed method of automated formation 
of a typical form of a digital image was tested. 

As the study showed, the application of the developed 
method significantly affects the quality and accuracy (up to 
54 % improvement) of a number of tasks. Namely, data ac-
quisition [36], image processing and machine vision [3] (de-
tection of images of objects and assessment of their pa-
rameters [37], detection of the movement of objects and 
assessment of the parameters of motion trajectories [18]). 
This indicator clearly indicates that the tasks have been 
successfully solved.

Analysis of the results of our studies showed an increase 
in the probability of identification of the studied objects with 
those already known from the list of cataloged ones [5]. In 
addition, the CPCD and accuracy of the assessment of image 
parameters increased by 15–20 % after preliminary process-
ing before the main processing method (Table 1).

These results are due primarily to the formation of 
rectangular areas for selected single images of objects (22) 
followed by their normalization (31). In addition, an import-
ant factor is determining the linear correlation coefficients 
for rectangular areas of single images of objects (25). This 
has made it possible to calculate the coordinate values of the 
reference center (34)÷(35) for the subsequent construction 
of a typical image.

Thus, the developed computational method makes it 
possible to successfully form a typical form of a digital image 

of each object on the frame under an automated mode. The 
formed standard form is based on the data of all digital im-
ages of the same object on each frame of the series. And the 
use of the developed method makes it possible to distinguish 
the objects under study against the background of the noise 
of the substrate and improve the segmentation of images, 
thereby reducing the number of false  detections.

The limitation of this study is the computing power of 
the equipment involved in processing. The possibility of 
using the developed method is limited by the fact that it can-
not be executed immediately upon acquiring the first CCD 
frame of the series. This means that a series of CCD frames 
must be formed before applying the developed method. Also 
important is the issue of security [38], namely the encryp-
tion of input digital data. In this case, the developed method 
cannot be uses without an additional decoding algorithm.

The disadvantage of the study is the fact that in the 
case when all the frames are “perfect” and do not have blurs 
during shooting, the use of this method is impractical due 
to additional computational costs. However, the solution to 
this problem is to add a signal-to-noise ratio (SNR) condi-
tion to the processing algorithm to exclude computational 
method operations from it.

Further research should focus on the application of the 
developed computational method of automated formation 
of a typical form of a digital image as a preliminary stage of 
processing. It will also be necessary to analyze (including 
Wavelet analysis [39] and the forecasting method [40]) its 
impact on the basic methods of image processing, for exam-
ple, coordinated filtering [2, 41], assessment of the parame-
ters of the image of the object (positional coordinates [3, 37], 
glitter [5]).

7. Conclusions 

1. A selection of single images of objects was performed. 
For each image, the eccentricity ɛm and the length of Lm were 
calculated. A criterion was also selected for the distortion 
of a single image of the object by the coma. Based on the 
eccentricity ɛm, the length Lm and the distortion criteria, 
we excluded from the list the images distorted by coma, in 
accordance with the conditions of exceeding the permissible 
limit value of eccentricity and the relative deviation of the 
length of the image of objects.

2. The construction of rectangular areas of the selected 
single images of objects allowed us to make the most accu-
rate assessment of their displacement. During the studies 
and subsequent analysis, the values of the size of the border 
Nborx and Nbory were obtained empirically and are equal to 

Table 1

RMS characteristics of model and experimental brightness on the frame

Telescope Number of blurred objects Model brightness MσΔA, ADU M½σΔA, ADU maxσΔA, ADU minσΔA, ADU

KOS «Sazhen-S» 149
Typical image 62.77 12.86 559.48 2.28

Analytical model 175.28 36.13 1,053.61 2.22

OMT-800 62
Typical image 4.41 2.4 19.29 0.3562

Analytical model 7.89 4.41 30.36 0.6983

AZT8 123
Typical image 23.49 3.21 1,357.32 0.23

Analytical model 66.28 5.64 1,595.64 0.42

Takahashi BRC-250M 417
Typical image 12.06 3.26 242.92 0.33

Analytical model 13.63 3.77 1,057.19 1.21
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five pixels. The calculations have made it possible to perform 
the normalization, which is necessary to eliminate differ-
ences in the aperture (PSF) brightness of images of objects 
when calculating the average or median of the selected single 
images.

3. Owing to preliminary calculations, a computational 
method was developed for the automated formation of a typi-
cal form of the image of an object on a series of digital frames. 
The final step of this method is to determine  the coordinates 
xcimg, ycimg of the reference center. Thus, the construction of a 
typical form of the image of objects makes it possible in 96 % 
of cases to select the true object on each frame of the series. 
This significantly affects the quality and accuracy (an im-
provement of 15–20 %) of the subsequent identification with 
cataloged objects and the execution of a number of image 
processing tasks.
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