(JIAE)

Journal of Integrated and Advanced Engineering

Vol. 3, No. 1, March 2023: 47-64
http://asasijournal.id/index.php/jiae
http://doi.org/10.51662/jiae.v3i2.85

Conversational Analysis Agents for Depression
Detection: A Systematic Review

Akeem Olowolayemo!”, Maymuna Gulfam Tanni!, Intiser Ahmed Emon', Umayma Ahhmed’,
‘Arisya Mohd Dzahier!, Md Rounak Safin?, and Nusrat Zahan Nisha?.
'Deptartment of Computer Science, KICT, International Islamic University Malaysia, Malaysia
Deptartment of Mechanical Engineering, Universiti Teknologi Malaysia, Malaysia
’Deptartment of computer science, University Malaysia Pahang, Malaysia

Abstract

Depression is known as a non-cognitive disturbance that can be seen among
different people all over the world. This pertains to disorders that have affected
cognitions and behaviors that arise from overt disorders in cerebral function. It is
more common for young adults to elderly people based on lifestyles, work pressure,
personal problems, diseases, people who had strokes or hemorrhages, certain brain
diseases, and paralysis. This paper is focused on reviewing the research papers
previously done on detecting depression. Utilizing predefined search systems, we
have gone through a couple of studies zeroing in on gloom and involved
conversational information for location and conclusion. The objective of this
research is to review large research studies on whether conversational agents can
detect and diagnose depression by using smart texting analysis. The study was done
by searching IEEE Xplore, Sci-hub, Doi, Scopus, and Pubmed using a predefined
search strategy. This review was focused on studies that include the possibilities and
steps of detecting depression and diagnosis that involved conversational data or
analysis agents after assessing them by independent reviewers and relevancy for
eligibility. After retrieving more than 117 references initially it was narrowed down
to 95 references that were found relevant as most of them applied analytical
techniques and technology-based solutions. Detecting depression and diagnosing it
through smart texting analysis is a broad and emerging field and has a promising
future but not every research studies were robust enough to get valid results in the
end. This study aimed to keep the review as precise and informative as possible.
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INTRODUCTION

The growing number of people dealing with depression cannot be ignored which can be
challenging in the social and economic state of any country. Depression usually can be seen
among people of all ages. In most cases, depression cannot be fully treated with medicine [1].
The other kinds of diseases might have devastating consequences, but these kinds of
neuropsychiatric disorders, depression are something people must deal with for a very long
time. Nowadays youngsters and sometimes elderly people may go through clinical depression
and other mental health issues which most of the time are ignored compared to health issues
such as depression, insomnia, etc. which can lead them to other age-associated physical
diseases. These mental health issues should not be only treated with medicines but also with
therapy, religious and spiritual activities, and support from family and children [2]. These kinds
of consultation and therapy are now being provided by e-health which has become much more
advanced over the past few years [3]. Technologies and healthcare have built a bridge between
them to improve our lifestyle with the help of a vast range of medical and clinical datasets [4].
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Now artificial intelligence is being used to take this bridge to a high standard in decision making
from surgeries to consultation [5].

As computerized reasoning can emulate the way a human can think, that is the reason it was
the primary technique created [6] which is propelled by the dynamic cycle in the organization
of natural nerve cells by changing contributions with the connection of the organization to
deliver a result. ANNs can learn the situation and make decisions accordingly [7]. From the
study in [8], the conversational agents were introduced to the emerging health-related research
field for more stable experimental designs. Nowadays we can see depression is now treated or
diagnosed by medical experts such as psychiatrists or neurologists for more stable and
controlled treatment but the diagnostic tools that have been used for collecting neuropsychiatric
scales such as MMSE for dementia [9][10], PHQ-9 for depression [11] as these tests provide
result based on the mood-related state of a patient to evaluate.

There are a few disadvantages of the current diagnosis process as sometimes it can be
confusing even for the doctors to detect characteristics [ 12] of dementia [13] or depression [14]
as in most cases patients rely on taking medical help at a very late stage of these disorders and
mental conditions. For this reason, it can be a bit challenging for doctors to differentiate and
treat them.

The aim was to identify research proposals that are already existing in the use of
conversational systems for detecting and diagnosing clinical depression, and neuropsychiatric
disorders based on artificial neural networks. Scientific literature was surveyed to evaluate
studies on detecting depression by using conversational agents. The analysis provides an
overview of how specific disorders and symptoms of depression are being identified and what
kind of technologies can be used for collecting data to enhance performance and detect the gaps
in the existing research and build a bridge in these relevant research papers. As clinical
depression is a broad field to work on, there are so many research studies that have been already
published. Reviewing many studies, this review paper tried to be precise as well as informative,
to highlight the parts that will collect data and using the help of technology for effective
detection of depression, and it can be gradually diagnosed. From this study, gradual progress
has been made in this field with the help of artificial intelligence. The study aims to provide an
insight into how much further research has to be done and how these research studies can bring
revolutionary changes. It equally underscores where some of them have been inadequate or
failed to explain valid outcomes has also been explained in this review paper briefly. The
structure of this paper will follow methodology, analysis of results, discussion, and conclusion.

METHODS

The examination procedure was performed following the preference of PRISMA. A
convention for directing an orderly writing survey and meta-examination is characterized by
PRISMA. The meaning of this convention is a progression of undertakings that cover the survey
strategy, beginning with the preparation of the survey to the selection of sources of data, to the
real meta-investigation of specific works. PRISMA flowchart is presented in Figure 1.

Search strategy

The goal of the pursuit cycle was to find text examination arrangements regarding
depression, as such, recommendations that depend on regular language, and text investigation,
as a connection component. This generally incorporates, yet is not restricted to, excellent Al-
based visiting applications, which is the innovation fundamentally designated from our
exploration.
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Figure. 1 PRISMA flowchart

Thus, any study that aligns with conversational innovation of any sort has been explored,
including chatbots. The consideration of commitments addressing or connecting with the
examination of psychological illnesses, (for example, melancholy, dementia, self-destructive
contemplations, and so on) as well as other huge issues that the populace experiences in the
current period, like social seclusion, was one of the determination standards. To examine the
previously mentioned issues or in some alternate manner survey the client's state regarding
these issues, the recommendations ought to incorporate an examination of the conversational
information. Articles that do not meet any of the dismissal rules will then, at that point, be also
filtered in the accompanying stage by elimination screening.

Eligibility criteria

In this research, we examined a wide range of articles and papers. Based on the eligibility
criteria, we can summarize the dismissal rules for all the articles as follows. Not every
publication is about depression, while a few publications place more emphasis on social media
use. Some other studies do not demonstrate how to identify depression using text analysis. In
some other studies, the analysis was insufficient to demonstrate that people who experience
sadness or any other issues based on the conclusions. Some papers do not contain appropriate
information. As many papers have been chosen, some of these are not related to the aim of this
systematic literature review. Hence, we have only reviewed studies that are closely related to
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our topic of study which means we have only explored papers that are more focused on how to
detect depression from conversational agents.

Even if some of the publications reviewed do not directly relate to them, they do contain
some information on mental illnesses. Particularly, several publications concentrate on the use
of questions to determine whether a person has a mental disorder.

Selection process

Mendeley functionalities were utilized to acquire all the references from all informational
collections addressed. Then, at that point, we applied a matching basic instrument to recognize
duplicates and eliminate them. Generally, continuous disseminated papers were focused. Also,
attempts were made to track down related papers on Google scholar. We adhere strictly to
picking suitable resources and followed a combination of strategies to pull together every one
of the studies related to distinguishing mental problems through text examination.

In the principal screening stage, we completed an underlying determination of words given
their significance regarding the downturn and demonstrations of worrying sentences. During
this screening, words, and sentences were utilized to recognize assuming any of the materials
included any messages or content that can relate to wretchedness. The screening is finished by
the qualification measures referenced before. Toward the end, the suitable references meeting
the set criteria have been utilized in the review study.

RESULT AND DISCUSSION

The goal of this systematic review is to get the outcome from desired research presented by
investigating important themes concerning conversational frameworks for the detection of
neuropsychiatric issues, such as depression. This was performed achieved by following the
PRISMA procedure [15], to gather, aggregate, dissect and examine the principal discoveries of
target papers.

As portrayed in the PRISMA flow diagram, a total of 600 papers were extracted from all the
online sources. After exclusion based on the eligibility criteria, 457 papers in addition to 3 extra
articles distinguished in the collected papers were reviewed, from topics as well as modified
works, to identify those articles that were possibly pertinent to be included in the exploration
set. Ultimately, 117 papers have been named relevant considering topics and uniqueness.

Then, the qualification stage was conducted on the 117 chosen papers and each of them was
checked properly. We divided the works into three groups, specifically the papers that were
significant and directly related to the survey for additional examination. Some papers were
disposed of as those papers were considered non-important, and the pertinent papers were
checked once again by the researchers. Finally, the two researchers completed their procedure
to check all the papers and agreed to choose some relevant papers in the third stage.

From the selected 117 articles followed by the eligibility stage, 12 papers were chosen as
applicable after perusing the whole topic, though 25 papers were considered indistinct. Finally,
after a conversation of the writers taking part simultaneously, 5 were at last chosen for
investigation. The leftover 22 (14 muddled and 8 non-significant) were disposed of
demonstrating their comparing prohibition rules. The principal justification for the avoidance
of the 15 articles was the way that the arrangement talked about was not conversational
communication utilizing regular language whether it is spoken or typed, inside the framework.
Additionally, 13 papers were disposed of due to their irrelevance to the topic as these topics
were not related to mental health or neuropsychology. After that, 8 papers were disposed of due
to the study that was not centered on recognition or conclusion of such issues, instead
counteraction, intercession, help or treatment, or a blend of them. Another two papers were
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disposed of because their discovery instrument depended on the utilization of information
inconsequential to the discussions between the client and the framework, for instance, face
demeanors or actual area and movement indicators. After the selection of the excess papers, 10
full-text archives have been removed in all the ways accessible to the writers. At last, 7 papers
were audits, studies, or gatherings of meeting procedures. Even though these articles were
explored for possibly pertinent references, they were excluded from this review.

Toward the finish of the cycle, 4 articles were chosen to be entirely examined by the
researchers, with the primary goal to separate data around: (1) the particular goal or goals of
each review; (2) the particular neuropsychology or mental problem that the recognition
framework is engaged on; (3) the nature of the clients which the conversational system is
centered around, and particularly their age; (4) the progressions used for encouraging the
conversational system, Ul or data assessment; (5) relevant information procurement model
which is the manner in which the framework changes and gathers conversational information
in regular words and must be perfect to handle the examination component; (6) designs
supporting the identification for making expectations in light of the information gained from
discussions of the topic; and lastly, (7) the approval convention conducted, with the highest
quality level checking utilized and also the quantity of genuine clients partaking in it. The
improvement of Al and its rising application to a variety of areas, including emotional well-
being, has carried with it the need to examine and control this application morally. In this way,
we are currently at another convergence point, where the blend of Al and emotional well-being
raises the need for clever examinations [16]. For several years now, telehealth administrations,
particularly portable and cell phone applications for emotional well-being, have been deeply
grounded in the focused field. A telerehabilitation study was the most common among the
studies. These outcomes mirror the developing examination patterns in e-psychological
wellness care [17].

Discussion

According to several studies, three key goals are primarily the focus of studies on
conversational analysis for the diagnosis of mental illnesses [18]. The three primary targets are
(i) identification based on language and verbal information, word choices, and punctuation [18];
(i) discovery based on voice manner and tone; and (iii) location based on non-verbal
communication appearance while transmitting thoughts or the individual's look. Additionally,
body language has been considered an important feature for detection. Each approach has
different conditions. When more than two people are communicating, using language, or
chatting on social media, the first method of detection is conceivable. The second strategy can
be used when speaking or sending voice notes. The last strategy is appropriate if someone can
see a person's body language [19]. For people suffering from depression or frustration, some
non-verbal changes can be noticed [20]. It fluctuates depending on the person. Less eye contact
and slouching can be noticed depending on the individual. Their hand movements could turn
out to be slower or less successive. To gather verbal conversational data, most of them
[18,19,20,21] use an Al-driven Conversational Agent (CA). The message is used to process the
most suitable framework reaction and to separate the semantics of the message being sent [22].
The text additionally uncovers insights regarding the user's close mental health condition. This
is passed on through language and linguistic development [22]. Discussions among patients and
nervous system specialists might uncover correspondence issues, as per late exploration
utilizing the subjective approach of Conversational Agent (CA) [21], and this can be utilized to
recognize patients with neurodegenerative problems (ND) and those with functional memory
disorder (FMD), displaying memory issues insignificant to dementia [21, 26, 27]. To identify
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dementia unusual questions can be asked. The essential conclusions of these studies are that
individuals utilize psychological sickness and sadness-related phrases in various settings and
that material containing words connected with self-destruction and sorrow are simply
extraneously related to genuine self-destructive ideation or potentially depression [32]. The
study in [33] explains why there has recently been a considerable need for early biomarkers of
mild mental decline in the context of Alzheimer's Disease (AD) and dementia research. The
focus of the study in [34] is on developing a chatbot that can lead a meeting based on the Patient
Health Questionnaire (PHQ) -9 exam to increase screening for openness, allure, and the
possibility of melancholy. Particularly linguistic patterns were discovered to be linked to
depression [35]. So, the review proves that individuals' language is a decent mark of their
mental states, specifically, linguistic patterns were discovered to be linked to depression [35].
Many people who experienced stress find it simpler to communicate their emotions online.
Different emotions can be added to the sentiment scores to improve the process of calculating
depression ratings [36]. This procedure highlights several unappreciated characteristics of
depression. The process of extracting feelings and views from user-posted tweets is known as
sentiment analysis of Twitter data. At least 92 percent of youngsters using social media,
suffering from depression can be determined by linguistic features of a written text and the level
of current depressive symptoms is worrying. To sum up, it is suggested that depression can be
predicted from a casual language composed using quantitative linguistic features that are best
suited to the methodology.

Detecting suicidal and depressional disorders:

How conversational analysis can prove someone is suffering from depressional disorders
and possible suicidal ideation is discussed here. The present application of the text-based
technique for detecting early depression is observed in this systematic review. The American
Psychiatric Association's (APA (2013)) latest update of the scientific categorization and
indicative manual, the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition
(DSM-5), shapes the reason for the recommended grouping. It uses commonly utilized phrasing
on guidelines [35]. Anyone who experiences major sadness for most of the day nearly every
day for several weeks or months may have clinical depression. People who are depressed could
lose interest in almost all activities, feel exhausted or stressed, or have trouble focusing or
remembering things. These symptoms are often expressed while posting on social media. Self-
destruction might seem like a way to reestablish respect and control of one's life if one is
experiencing an ongoing condition without really any possibility of treatment or help from the
desolation. This study also provided a summary of the approaches currently being used for
conversational or text-based depression detection while some equally involve voice analysis.
In conclusion, the articles reviewed focus on mental diseases. Some other pressing issue in this
category especially among elderly patients is dementia, while specific manifestations like
Alzheimer's Disease (AD) or its intermediate condition moderate cognitive impairment (MCI)
are also addressed [35]. On the other hand, depressive disorders are the focus of a sizable
number of other publications, which collectively encompass a sizable portion of mental
disorders. Main symptoms to identify mental disorders is listed in Table 1. Table 2 show some
features designed for acoustic signal emotion detection.

Table 1. Main symptoms to identify mental disorders

Objectives Sub-objectives References
Detection based on content/message analysis Al-driven Conversational Agent [18,21]
Detection based on vocal voice analysis Al-driven Conversational Agent  [18,20, 21]
Visual expression and facial expression Body languages [18,19,20]
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Table 2. Features designed for acoustic signal emotion detection [22,23,24,25]
Physiological modifications
brought on by emotion

Key The least and most elevated esteems, the The subglottal air pressure and the

mean, median, standard deviation, the worth vocal fold tension.

in the first and last vocal fragments, the

relationship coefficient, the slant, and the

straight relapse blunder.

Groups Characteristics

The initial two formant  The esteem in the first and only articulated Voice boxes reverberate.
frequencies' data pieces as well as the reach, mean, middle, and

transfer capacities standard deviation.

Energy Energy, alongside the upsides of the Vocal voice effort. Emotional

underlying and finishing up voiced fragments, arousal.
relationship, incline, and mistake, is the
negligible worth of the energy direct relapse.

Pattern Speech rate, the proportion of voiced to Conditions are troublesome and
unvoiced segments, the size of the largest distressing to emotional wellness.
voiced segment, and the lengths of both
voiced and unvoiced segments.

Table 3. Text-based depression detection techniques
Methods References

Scikit-Learn Toolkit machine classification [38]
Support Vector Machine [38,39,40]
Classifiers [38,39,40]
Clustering Approach [41]
Logistic [42]
BiLSTM + Attention [43]
Gaussian Process [42]

Table 3 presents the techniques of the strategies utilized in the text-based approach for
distinguishing any mental health issue. The most frequently involved techniques in the
arrangement of chosen articles are support vector machines (SVM). The BiLSTM + Attention
model delivers the best results on depression from text analysis. This might be overgeneralizing,
however, given the datasets utilized and the issues being tended to contrast.

Technological solutions applied

In this section, we analyze the technology platforms used in the reviewed works. In terms of
the solution mentioned, studies in [46][59] and [63] were developed for an Android smartphone
operating system or tablet, while [28] is also available for i0OS devices. The study in [58] uses
an iPad tablet as a frontend device, which runs 10S, and it can be also run in MacOS as for the
Apple Silicon. Only two studies use the Cloud as a primary platform reference [53] and [56]
uses Google Cloud Functions and Firebase. In [61] and [64] can be used in any HTML 5-based
web browser and windows-based solutions in [33,61,62].

The research by [48] and [53] utilized TensorFlow innovation for profound learning-based
examination as well as picture acknowledgment. TensorFlow is an end-to-end open source
platform for machine learning with a comprehensive, flexible ecosystem of tools, libraries, and
community resources. TensorFlow innovation is utilized in references [48] and [53] for
profound learning-based examination and picture acknowledgment, in both. TensorFlow gives
a work process system for developing and preparing models in Python or JS, while likewise
effectively conveying them in the cloud. Table 4 list a synthesis of several studies. Also, the
technologies used is shown in Table 5.
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Table 4. Synthesis of several studies

Target

Data acquisition

Gold

Year Type Title Objective Scope Conclusions Technology Analysis Validation
users model Standard
2022 Journal Deep Identifying  Depression ~ Any  Implementing SW: RNN approach Principal RNN and More than
Atrticle Learning for depression the suggested TensorFlow, and the LSTM Component LSTM 4000
Depression on social method Keras technique. Analysis tweets.
Detection media based resulted in a library (PCA)
from Textual on text. lowered false
Data [45] positive rate
and accuracy
of 98%.
2019 Conference Virtual Compare the Depression  Any Individuals' SW: Aria- Sound Manual BFI-10, 55
Proceedings Human equivalent reactions to Valuspa examination PHQ-9 and participants
Questionnaire  of a virtual surveys while Platform modules GAD-7
for Analysis human being incorporate
of interviewer addressed by discourse
Depression,  and a virtual a virtual acknowledgment
Anxiety, and human human versus and discourse
Personality agent. when self- action and turn-
[46] control taking.
similar show
no
perceptible
contrasts.
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Table 4. Synthesis of several studies (continued)

. s Target . Data acquisition . Gold N
Year Type Title Objective Scope use%‘ s Conclusions Technology m(ﬁiel Analysis Standard Validation
2017  Journal Combining Identifying Emotion Any The results show SW: ASR System MLP for Dataset 3 datasets,
Article speech- emotion from identifi- that the WEKA and categorization with totaling
based and spoken cation combined results Toolkit, algorithmic based on annotations. 482
linguistic utterances by exceed the sound. A few dialogs.
classifiers to combining individual ML
recognize linguistic- hypotheses and categories are
emotion in based shed light on the based on text.
user spoken  variables with features and Fusion
utterances acoustic and classifiers technique
[22] contextual available at each based on
aspects. step, including voting.
detection and
fusion.
Virtual Evaluate the 93% of Classifier 179
Human asa  effectiveness specificity for the using a outpatients,
New of a major ROC analysis. decision tree 35
Diagnostic depressive Reached 73% diagnosed
Tool, a disorder with severe with MDD
Proof-of- diagnosis depressive
Concept approach that symptoms.
Study in the relies on an Acceptability of
Field of ECA's the ECA score
Major recognition of was high (25.4)
Depressive symptoms in
Disorders outpatients.
[47]
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Table 5. Technologies Used

Technology Platforms References
MacOS [58,28]
Android [46,59,28,63]
Linux [71,65]
Windows [33,61,62]
WebApp [61,64]
I0S [58,28]
Google Cloud [53,56]
TensorFlow [48,53]
Not accessible [46,48,49,50,51,34,57,67,68]

Summarily, with regards to technology platforms, cell phones, regularly Android-based, are
utilized in most of the surveyed works because of their convenience and moderateness.
Interestingly, demanding innovations are huge, and the evaluated works adopted dissimilar
ones. Lastly, countless articles either require no exceptional necessities to run or do not indicate
which ones were used. The absence of consistent technology platforms shows that this is a
moderately new field of study and most of the studies evaluated are in the exploratory stage,
using various specialized conceivable outcomes.

Data acquisition and analysis

The methodology and algorithms used to process and analyze conversational data are
described in this section. These comprise characteristics and other information collected from
speech or text sequences. The goal of data gathering and analysis is to finally understand the
mental health of the target user. We built a classification based on the data source, and this
section describes conversational data, which contains characteristics and other information
collected from speech or text sequences. We developed a classification based on the data source,
and as a result, each system may have multiple sources. Table 6 summarizes the data acquisition
procedures, which include conversational and environmental data that were prepared for
analysis.

The very first data source is verbal statements and language. The audio from the microphone
is processed, either instantly or offline, and statements, as well as all associated features, are
extracted. This can be done manually or automatically with the help of software tools. In
[69,71,72,75,76,77,79,81,84], automatic speech recognition is used, whereas transcription is
done offline in [68,73,80], and [74]. Moreover, the study in [75] supports text-based interaction,
which eliminates the need for Automatic Speech Recognition to extract verbal information.

Table 6. Data acquisition procedures

Procedure References
Speech Real-time transcription [69,71,72,75,76,77,79,81,84]
Offline transcription [68,73,74,80]
Audio-visual Automatic feature extraction [49-73, 76,77,78,80,82,83, 84]
Environment sensors  Automatic feature extraction [72, 78]

Table 7. Analyzing methodologies

Method Algorithm References
Machine Learning Logistic regression [50,33,59,61]
SVM [51, 33,34,57,59,61,64]
Decision Tree [52,59,62, 64]
Other [46,57, 59]
Deep Learning MLP [43,56, 33]
Other [48,53,34,56,57]
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Audios and videos collected during sessions and discussions are other sources of data.
However, instead of extracting words, they are now used to directly extract additional attributes,
such as voice pitch, speech pace, or face expression features. The work in [49-73,
76,77,78,80,82,83,84] employ audio features, whereas [71,72, 74, 78] employ both audio and
video elements. In all cases, feature extraction is done automatically.

Concluding with analyzing methodologies, additional features derived from various
environmental sensors are included in Table 6. A GPS monitor, object identification functions,
activity recognition, and other sources such as temperature and health sensors are used [53].
The study in [59] on the other hand, captures indoor location activity using mobile transmitters.
Table 7 shows an analyzing of several methodologies.

In terms of analysis algorithms and methods, Machine Learning (ML) is used in most of the
studies [46,57, 59]. Machine Learning is a branch of Artificial Intelligence (Al) that studies
how computer algorithms can improve themselves automatically over time [26], typically based
on mathematical algorithms that "learn" by adjusting to patterns in a training dataset. If new
data is provided, the previously trained algorithm will be able to recognize it. The studies in
[51, 33,34,57,59,61,64] use Support Vector Machine (SVM), [52,59,62, 64] use Decision
Trees, although in [52] and [64] a combination of Decision Trees called Random Forest is used.
Additionally, [46, 57,59] use several algorithms and methods, [52] uses Linear Discriminant
Analysis (LDA), [50] uses Linear Regression, and [46] relies on the Naive Bayes and Maximum
Entropy (MaxEnt) algorithms.

Deep Learning (DL), which is technically part of ML, is used in an even greater number of
articles, included in a distinct category because it is a very new and flourishing discipline with
an entirely different approach to feature extraction than traditional ML. Deep Learning is an
area of Machine Learning algorithms that incorporates many processing layers. They enable
the simultaneous processing of multi-level forms required for feature extraction and
classification from raw data, performed by putting together a collection of simple but non-linear
modules that convert a representation at one level (starting with the raw input) into a
representation at a higher, slightly more abstract level [46].

A Multilayer Perceptron (MLP) is used in references [43,56, and 33]. A Hierarchical
Collective Agent Network (HCAN) is used in [48] while Probabilistic Neural Networks (PNN)
and Extreme Learning Machines (ELM) are also utilized in [64]. Moreover, [56] employs
Reinforcement Learning, a sort of machine learning that does not require labeled data for
training — instead, it can learn by interacting with the system and analyzing its response. is
used not just for detection but also for modeling the dialogue as a Markov Decision Process. A
multidimensional fusion method will be used in [24], but it is not specified, as it is in [57].

Finally, no machine/deep learning algorithm is used in refs. [52,60], [65], or [67], as the
analysis is done manually. In conclusion, regardless of the data source, an enormous number of
papers use automatic feature extraction. Then, one or more machine learning algorithms (SVM
is particularly common) are used to produce predictions about the user's mental health.
Furthermore, we've found that more complex models, such as Deep Learning and
Reinforcement Learning, are gaining popularity as a result, Al plays an important role in the
examined works, hinting that this field of study would dominate in future improvements in
health care applied to depression and suicide detection.

Validation
In this study, the Standards for Educational and Psychological Testing [48] were used as a
reference. These guidelines specify reliability and validity as the two key characteristics of any
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test. Validity focuses on a method's precision and correctness, whereas reliability assesses a
method's consistency and dependability. Only two of the analyzed works compute some form
of metric in terms of reliability [71,79]. Cronbach's Alpha coefficient is derived using pairwise
correlations between items to assess dependability [48].

Regarding the validity component, only the article's "criterion validity"—which assesses
how closely the suggested test's results match those of an alternative, valid test—was
considered. To measure this, precision and recall values, two extensively used metrics in the
field of statistical analysis of binary classifications, are often used. They are also combined with
additional metrics derived from them, such as the F1-score and the Area Under the Receiver
Operating Characteristic. To measure this, precision and recall values, two extensively used
metrics in the field of statistical analysis of binary classifications, are often used. They are also
combined with additional metrics derived from them, such as the F1-score and the Area Under
the Receiver Operating Characteristic. Most of these works rely on a gold standard test to
perform validation. A gold standard is a reference test that has been previously validated and is
used for comparison with a novel method. The most often used gold standard tests by the
examined articles are mentioned in the Validation table. The Patient Health Questions is a self-
report depression evaluation that assigns a score based on several DSM-IV criteria [13]. The
PHQ-9 version is used as the gold standard in references [48,71], [75], and [79], while the PHQ-
8 version is used in references [48]. The ninth item of the PHQ-9, which is used to gauge the
risk of suicide, asks about both passive and active thoughts of harming oneself [83]. This makes
it different from the other versions of the questionnaire.

The Beck Depression Inventory-II is another widely utilized gold standard exam for
determining the severity of depression (BDI-II). The BDI-II has 21 questions, and like the PHQ,
each response is graded on a scale from O to 3. More severe depression symptoms are indicated
by higher total scores [72]. [78] and [82] use the BDI-II as their benchmark. Table 8 and Table
9 show the validation standards, attributes and metrics, respectively.

The Mini-mental State Examination is by far the most common memory test (MMSE). It is
widely used to assess cognitive problems in clinical and research contexts [ 12]. It assesses time-
space orientation, (ii) attention, (iii) memory, (iv) language, and (v) complex instructions and
can award up to 30 points. The MMSE test is referred to be the gold standard in references [ 75,
82,81] and [73]. References [84] and [81] make use of already-existing patient datasets that
each contain information on a patient's reference mental health status.

Table 8. Validation Standards

Gold Standard Category References
Patient Health Questions (PHQ) Depression [48, 71,75, 79]
Beck Depression Inventory-1I (BDI-II) Depression [81,83]
Mini-mental State Examination (MMSE) Suicidal [72,74,77,80]
Database with diagnosis Depression [69,66]
Other Suicide [70,71,72,74, 77,78, 82]

Table 9. Validation attributes and metrics

Validation attributes Metrics References
Reliability Cronbach’s Alpha [75, 81]
Validity Precision and recall [68, 69, 70, 73, 74, 75,76, 78,
79, 81, 82]
Accuracy
. F1-score
Usability AUROCH [84]
System Usability Scale (SUS)
Acceptability E-scale (AES) [81]
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Six references, including [68, 69, 70, 73, 74, 75,76], [78], and [82] use less common
alternative gold standard tests, with [22] and [26] being unique in that they use clinical experts'
diagnoses as their reference. The user experience was also measured by tests in two references.
The study in [68] employs the Acceptability E-scale (AES) [70] to evaluate the acceptability of
the Embodied Conversational Agent in use, whereas [84] evaluates the product's perceived
system satisfaction and usability using the System Usability Scale [53].

In the end, the validation of the works is somewhat sporadic and insufficient, as is to be
expected in such a fresh subject. Even though many of them rely on known gold-standard tests,
only two works do a reliability study and just two compute any kind of user experience metrics
(especially the PHQ-9 for depression and the MMSE for dementia). Furthermore, criterion
validity is the only valid type that is measured. To support the adoption of these revolutionary
procedures in the therapeutic setting, extensive validity (facial, content, concept, criteria,
internal and external validity) and reliability (test-retest, interobserver, and internal reliability)
tests must be performed. To prove that these procedures can attain the same diagnosis
capabilities, a validation process comparable to the ones used by the gold standard tests should
be carried out. It is noteworthy that out of the 11 works that rely on real users testing their
systems first-hand, 9 of them involved 54 or fewer participants. The statistical significance of
the research generally ranges up to one order of magnitude.

This reinforces our belief that it is very challenging to conduct a proper validation process
with actual participants given the novelty of the issue. Therefore, in subsequent research on this
subject, this component should be improved.

Limitations

The discoveries of this systematic survey added to studies on the impacts of discouragement
as well as other related results like inspirations for self-destructive endeavors in individuals
who are bound to encounter tension and melancholy, yet they additionally offered significant
proof for the adverse consequences of web-based entertainment use on psychological well-
being. One of the most recognizable signs of depression is a person's facial expression. When
someone consults a psychiatrist, the psychiatrist finds several signs that point to difficulties.
For instance, understanding a person's body language, facial expressions, social activities, and
health issues. To obtain more precise results, it is crucial to evaluate these. The findings of this
research demonstrate that (1) Ethical contemplations, (2) Scarcity of information, and (3) Not
having enough comprehension of emotional well-being are the three most concerning issues.
One of the other earlier evaluations that this review's eligibility phase highlighted as a source
of additional material to obtain a deeper insight into this area [93,94,95] was the usage of
conversational data for health objectives.

CONCLUSION

To conclude, this study presents a systematic review of using conversation systems in the
field of clinical depression detection and diagnosis. The main motivation was to find if it was
possible to detect depression with the help of technologies analyzing different behavioral
changes for addressing specific disorders based on many studies. The study found that
depression can be detected through conversational agents in most cases. It can be depicted from
analyzing the reviewed papers that there are two sides. On one side smart conversational agents
for detecting depression are very promising in the upcoming years and on the other side, it
seems quite challenging to detect behavioral changes as it has so many aspects and it can be
confusing for any machines designed artificially to detect them correctly and more specifically
medical standard-wise. For improved accuracy, looking at facial expressions is necessary. But
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over the next few years, Al will be more advanced, effective, reliable, and more stable so that
medical experts such as doctors can more reliably detect depression from an early stage and
diagnose it precisely.
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