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AGGREGATION OF MULTIDIMENSIONAL
DATA FOR THE DECISION SUPPORT
PROCESS FOR THE MANAGEMENT

OF MICROGRIDS WITH RENEWABLE
ENERGY SOURCES

The object of research is the process of processing and storing data when making decisions on managing the
life cycle of electricity generation and consumption in microgrids with renewable energy sources. The prospects of
the study are due to the fact that in order to provide a full-fledged decision support process in the management of
microgrids with renewable energy sources, it is necessary to consolidate and manipulate multidimensional data in
multithreading and online information processing. 1o solve the problem, the theoretical methods of analysis, abstrac-
tion, induction and deduction were used. To ensure multidimensionality and multithreading of data processing, it is
proposed to develop a data warehouse based on the snowflake data model. Efficiency of information processing in
real time is provided by an operational database built on the principle of OLTP. The organization of the joint work of
the data warehouse with the operational database, the consolidation and manipulation of data is provided by triggers.

The result of the work is a data warehouse that will be used in the decision support system for managing energy
microgrids, which will improve the efficiency of data processing and storage. This is achieved by combining the
work of a centralized data warehouse with an operational database, as well as the use of a separate data mart for
each user of the system. The practical significance of the work lies in the fact that the data warehouse will become
part of the decision support system for processing information about the life cycle of energy in the management of
energy infrastructure. Compared to using a single database for a decision support system, this approach ensures
the speed of working with data and allows differentiating between the use of a data warehouse for analytics and
data manipulation operations.

The data warehouse was deployed in a cloud environment on the Amazon Web Services (AWS) platform and
the Amazon Relational Database Service (Amazon RDS) web service. Secure access to client data is implemented
using data marts.
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1. Introduction

The transition to the use of green energy requires the
installation of special equipment, solar panels, wind or
hydroelectric power plants. Their work is influenced by
various important factors, such as wind speed for wind-
mills and the length of the world day, cloud cover, other
weather conditions and geographic location for solar panels.
Integration of renewable sources into microgrids, effective
management of energy generation and energy consumption
requires the use of an energy management system, consist-
ing of a complex of software and hardware. Determining
the need for electricity, the possibility of its production
depending on the existing conditions, the processes of

forecasting and optimizing energy costs are accompanied
by the processing of large data arrays. The larger the data
sample, the more accurate the forecasting model, therefore,
the more correct the management decisions made. To store
and process information, a special data organization is re-
quired — a data warehouse. A data warehouse is preferred
over a database because effective analytics requires the
data warehouse it, which is developed as a layer on top of
another database or databases. The data warehouse takes
all this data and creates a layer optimized for quick and
easy analytics. From the definition of a database, it fol-
lows that it is a set of data organized for storage, access,
and retrieval, and a data warehouse is a type of database
that combines copies of transaction data from various source
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systems and makes them available for analytical use. The
advantage of the data warehouse is the use of OLAP (on-
line analytical processing) technology for data processing,
which consists in preparing aggregated information based
on large data arrays structured according to the principle
of multidimensionality. The basis for the aggregation of
information can be databases built on the principle of
OLTP (Online Transaction Processing), in which the data
warehouse system processes small-sized transactions per-
formed in a large stream with a minimum response time
to a request. Thus, the advantages of both technologies
can be used to achieve the goal of responsive and flexible
management of renewable energy microgrids.

Comparative features of databases and data warehouses
are presented in Table 1 [1].

Tahle 1
Comparison of databases and data warehouses

Parameter Database Data warehouse

Types

There are various types of da-
tabases, but the term is usually
applied to an OLTP database

A data warehouse is an OLAP
database, OLTP floor or other
databases to perform analytics

Similarity

Both OLTP and OLAP systems

store and manage data in the

form of tables, columns, indexes, keys, views, and data types

and use SOL to query the data

Usually limited to one program:
one program is one database.
OLTP allows to quickly process

Stores data for any number
of applications and databases.
OLAP allows to organize one

source of information for the
entire organization used to
manage analysis and decision
making

Usage |transactions in real time

Therefore, the data warehouse serves users in the process
of collecting, storing, analyzing data and making decisions.
Such systems can organize and present data in different
formats according to the needs of different users [2].

A data warehouse is a domain-specific, integrated, non-
volatile data set that changes over time and supports the
ability to manage decision-making [3]. It includes five main
components: data sources, data extraction processes, central
repository, data marts, and data access and analysis tools [4].
The data stored in the data warehouse has the characteris-
tics of subject-oriented, integrated, and time-variable [5].

Therefore, the object of research is the process of process-
ing and storing data when making decisions on managing
the life cycle of electricity generation and consumption
in microgrids with renewable energy sources.

The aim of research is to develop cloud storage for
an information system supporting energy infrastructure
management. Using a data warehouse will provide secure
multi-threaded access to data for different types of users.

2. Research methodology

The renewable energy microgrid management process
consists of separate sub-processes, each of which must be
accompanied by appropriate data sets. The initial sub-process
is the structuring of the collected current data on the state
of power plants, weather data, power consumption level,
information storage. The next sub-process is to use the data
to predict the level of electricity consumption for the next
period, as well as to predict the possible level of electricity
generation depending on the forecast weather conditions.
The final sub-process is decision support for managing the

operation of the microgrid. Therefore, all data manipulation
tasks are provided thanks to the data warehouse.

In this work, theoretical methods of analysis, abstrac-
tion, induction and deduction were used to develop a data
warehouse model for a decision support system for manag-
ing energy microgrids.

Two types of data models in storages are considered:
a star and a snowflake. In [4], devoted to the development
of data warchouse architecture to support the energy ma-
nagement of smart electrical systems, a star model was used.
This model has a denormalized data structure, so queries
run faster. But at the same time, the same information can
be repeated in different tables. In [6] on the development
of a system for monitoring and analyzing energy optimi-
zation, a star scheme was also used and the importance
of using an operational data warehouse was emphasized.

The star schema has one central fact table surrounding the
dimension tables. The fact table is joined to the dimension
tables by foreign keys. Foreign keys in a fact table can be used
as a composite primary key because, as a rule, together foreign
keys uniquely identify each row in the fact table. In relation
to dimensions, the fact table is on the side of «many» [7].

The snowflake schema contains three types of tables:
fact table, dimension tables and dimension tables, which
are made by normalizing dimension tables, so the star
schema can be distinguished as a snowflake schema in
normalized form. Due to this, the data is not redundant,
without repetition, which means less memory is required,
which means less storage space required. There is one
drawback due to the increase in the number of tables;
queries for data from these tables will be more difficult [8].

A comparison of the two data warehouse models led to
the conclusion that the star schema includes redundant data.
This causes the data processing to cause a delay in time.
The size of the table used in the star schema is also larger
because the tables are not partitioned. Therefore, processing
a larger table is somewhat time consuming. In addition, the
snowflake schema is normalized tables that keep normalized
data without redundancy, which makes queries faster [9].
Therefore, in this work, a snowflake model is used to build
a data warehouse. An approach was also used, which con-
sists in combining a data warehouse with an operational
database that stores real-time data, for example, from sen-
sors installed in the power system, for a limited period of
time, after which the data becomes archived.

To deploy the data warehouse, hosting in a cloud envi-
ronment was chosen. This provides high availability, fault
tolerance, virtually unlimited resources, scaling and elasticity
of resources, reliability and protection, which repeatedly
compensate for the possible performance degradation [10].
In addition, this approach provides an opportunity for each
client of the service to create a set of services that meet
its needs for information for making management decisions.

3. Research results and discussion

A data warehouse has been developed, which is a source
of unified consistent information for managing energy mi-
crogrids with renewable energy sources. End users have
direct access to data as needed. Users of the system can be
both individuals and legal entities — customers on which an
electric microgrid is registered, while each user has access to
a data mart, which, accordingly, provides access to informa-
tion about their own energy microgrid or microgrid cluster.
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Data is received from data providers (sensors, me-
ters, convectors, devices and weather APIs) and stored
in an operational database. Information retrieval processes
transfer important accumulated data to the warehouse and
from there are delivered through data marts to end users.
The architecture of the data warehouse is shown in Fig. 1.

The data in the operational database, which stores in-
formation about the current state of the microgrid, comes
from various sources of supplying data on the state of the
power grid. Weather forecast data is recorded at three-hour
intervals to provide forecasts of renewable energy generation
for the day, three days, or week ahead. Every hour data
is received from microgrid devices. The information neces-
sary for the functioning of the decision support system fills
the data warehouse on a weekly basis. The storage filling
procedure should take place at midnight GMT in order
to minimize delays in the operation of the entire system.

In order to ensure speed and save disk space, data from
the storage is annually archived and written to .csv files.
The correct file name will allow quickly finding the desired
file and calculating it as needed. To serve the activities of
a specific user, data is supplied to individual data marts.

The data flow diagram in DFD notation, which shows
the relationships between the operational database, data
warehouse and data marts, as well as the processes of
processing and using data, is shown in Fig. 2.

In conceptual modeling, database entities were identified,
the main ones are described below. Entity — Customer, the
person to whom the electric microgrid is registered. It has
the right to edit the initial information about the power
system, its configuration. An unlimited number of users can
be added to the customer — Users entities that can use
the system with access to the customer’s microgrid data.
Depending on the completeness or restrictions of rights, the
system provides user roles — UserRoles. The City entity
stores the coordinates of the location of the microgrid (lon-
gitude and latitude) for use in the weather API lookup
request, as well as information about the time zone. The
Location entity represents a microgrid owned by a specific
customer. The ActualWeather entity stores current weather
data at a microgrid location. The DeviceType entity will
store three types of supported devices: solar panels, wind
turbines, and batteries. The Device entity is designed to store
a data array of devices used in customer microgrids. The
DeviceParameters entity stores device parameter values. The
LocationDevices entity stores location records for solar panels
and windmills. The LocationData entity stores data received
from network switches, on or off, voltage and power sensors.
The ForecastData and ActualData entities are designed to
store predicted and actual data on electricity generation for
each device at the location. The ForecastConsumption entity
stores the predicted electricity consumption for a location.
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Fig. 1. Data warehouse architecture
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The data of all entities, except for Users, UserRoles,
DeviceParameters, Parameters, is transferred to the data
warehouses as a result of the data consolidation operation
once a week. Although the warehouse is populated on
a weekly basis, at the same time there is data that must
go into the warehouse after being added to the database,
which ensures uniformity of identifiers in the database and
storage for easier data manipulation. Triggers are used to
ensure this process. A trigger is a task that is executed
in response to a specific predefined event that occurs in
the database, such as after a new row has been added to
a specific table. In particular, this event involves inserting,
modifying, or deleting table data, and the trigger may fire
before or immediately after any such event.

The SQL code of triggers for adding data from the
Device and DeviceType database tables to the storage
tables DimDevices and DimDeviceType is shown in Fig. 3.

A trigger is created with the keywords «Create Trig-
ger» followed by the name of the trigger. The next pa-
rameter is the trigger execution time (before or after), the
event (insert — insert, update — update or delete — delete)
and the table in which the event occurred. The last one
is a description of the action to be performed.

The data entered into the repository periodically include:

— type 1 — record of actual data from location sensors;

— type 2.1 — record of the actual generation of energy

from each source of electricity at the location;

— type 2.2 — predicted energy generation for each energy

source at the location, depending on weather data;

— type 3 — record of the predicted electricity con-

sumption at the location.

The procedure for filling the data warehouse consists
of three functions: FunctionAddActual LocationData — adds
records of type 1, FunctionAddActualDeviceData — records
of type 2.1, FunctionAddForecastData — works with records
of types 2.2 and 3, since the forecast data is combined
with forecast weather records. Two parameters start and
end  are passed to the procedure and functions, which
define the period of time for which records should be
added to the storage.

Data marts have been created to present data to a spe-
cific user. Archiving of data from the data warehouse is
carried out in a .csv file.

For deployment in the cloud, Amazon Web Servi-
ces (AWS) cloud platforms and Amazon Relational Da-
tabase Service (Amazon RDS) web service for working
with relational databases in the cloud were selected.

voltage

Database CREATE TRIGGER add_device_type Data Warehouse
after insert on DeviceType
FOR EACH ROW
_] Device v INSERT INTO DimDeviceType SET _] DimDevices ¥
id INT type title=NEW.type title id INT
i v DimDeviceType ¥
> type_id INT ] DeviceTyve . ) name VARCHAR (100) - ealype
id INT CREATE TRIGGER add_device id INT
name VARCHAR({100) | o . == power FLOAT
type_title VARCHAR(30) after insert on Device > type_title VARCHAR(30)
power FLOAT = FOR EACH ROW voltage ALOAT o
Yoltege BLOAT INSERT INTO DimDevices SET $tpeJd INT
> type id = NEW.type id, >

name = NEW.name,
power = NEW.power,
NEW.voltage

The limitation of deploying a data warehouse in a cloud
environment is the amount of memory allocated for it, so
before deploying a data warehouse for a particular client,
it is necessary to determine the amount of data that
needs to be manipulated, taking into account the pos-
sible addition of microgrid objects, or the destruction of
a microgrid cluster.

Further research consists of integrating a data moni-
toring subsystem, a data warehouse-based data warehouse
subsystem with a subsystem for predicting the possible
states of a microgrid in operational and long-term modes, as
well as developing a knowledge base and rules for decision
support in the management of microgrids with renewable
energy sources.

4. Conclusions

The article proposes the use of an aggregated method for
processing multidimensional data for the decision support
process in the management of microgrids with renewable
energy sources. To ensure a full-fledged decision support
process, it is necessary to operate with sufficiently large data
arrays. Some of this data is processed online in real time;
some is used in long-term planning processes and processed
over a longer period. In addition, the distribution of roles
and boundaries of access to data for a different range
of users is performed. To ensure multidimensionality and
multithreading of data processing, it is proposed to use
a data warehouse based on the snowflake data model.
For operational processing of information in real time,
an operational database is used as a sublayer of the data
warehouse. To consolidate and manipulate data, triggers
have been developed that allow organizing the joint work
of the data warehouse with the operational database. Each
user gets secure access to the right data through their
respective data marts. To ensure uninterrupted and secure
use, the data warehouse is deployed in the cloud on the
Amazon Web Services (AWS) cloud platform and Amazon
Relational Database Service (Amazon RDS) web services.
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