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Smart campus system in the university: requirements, advantages and disadvantages

Abstract. The article presents the requirements for the development of the information sys-
tem "Smart Campus". To fulfill the tasks of digitalization of universities, it is necessary to develop
systems for the convenient use of the university infrastructure by students that will meet their cur-
rent requirements and meet the conditions of the pandemic. The system "Smart Campus" offers the
implementation of functionality based on the requirements of students, which were determined on
the basis of a student survey and their proposals.
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MACHINE LEARNING METHOD FOR INVERSE HEAT CONDUCTION PROBLEMS

Abstract. Investigated in this work is the potential of carrying out inverse problems with linear and
non-linear behavior using machine learning methods and the neural network method. With the advent of ma-
chine learning algorithms it is now possible to model inverse problems faster and more accurately. In order
to demonstrate the use of machine learning and neural networks in solving inverse problems, we propose a
fusion between computational mechanics and machine learning. The forward problems are solved first to
create a database. This database is then used to train the machine learning and neural network algorithms.
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The trained algorithm is then used to determine the boundary conditions of a problem from assumed meas-
urements. The proposed method is tested for the linear/non-linear heat conduction problems in which the
boundary conditions are determined by providing three, four, and five temperature measurements. This re-
search demonstrates that the proposed fusion of computational mechanics and machine learning is an effec-
tive way of tackling complex inverse problems.

Key words: inverse modelling, machine learning, neural network, heat conduction equation, the heat
transfer coefficient, numerical methods.

Introduction

Relevance of the research topic.

Many engineering and manufacturing processes are connected with heat transfer. Heat transfer
phenomena are described by the heat equation in order to solve specific problems, boundary
conditions that accurately reflect the production process. The areas of practical use of methods of
inverse problems of mathematical physics are very diverse, in particular, they are used in
thermophysics, geophysics, astronomy, electrodynamics, hydraulic engineering, and so forth. The
need for their solution appears during various thermal investigations, the creation and operation of
heat-loaded technical objects, the development of technological processes.

The purpose of our research work is to develop a machine learning method and a neural
network method for finding the thermal conductivity coefficient, exactly:

- to develop a method for solving the initial boundary value problem of heat conduction

equations;

- to develop an approximate method for determining the coefficients of thermal conductivity

and heat capacity;

- to construct conjugate difference schemes for the problems of determining the thermal

conductivity coefficients;

- to develop an algorithm for solving the inverse problem and to create a program;

- to conduct numerical calculations and show the convergence of the iterative solution

methods and machine learning methods.

Research methods.

During the research, the following methods were used: mathematical modeling, iterative
method, machine learning method, neural network method and computational (numerical)
experiment method.

Mathematical model of the heat transfer process

The study of any physical process by mathematical methods is reduced to the establishment of
analytical dependencies between the quantities that characterize this phenomenon. For complex
physical processes in which the determining quantities change in space and time, it is sometimes
impossible to establish a relationship between such quantities. In these cases, the methods of
mathematical physics come to the rescue, which consider the course of the process not in the entire
space under study, but within a certain volume of matter and over an elementary period of time.

The differential equation of thermal conductivity is understood as a mathematical dependence,
usually expressed by a partial differential equation, which characterizes the flow of the physical
phenomenon of heat transfer and allows it to calculate the temperature field at any internal point of
the body at any time.

Then by integrating the differential equation, it is possible to obtain an analytical relationship
between the values for the entire space and the entire time interval under consideration. The
relationship between the variables involved in the transfer of heat by conduction, is set in case of
the so-called differential heat conduction equation, based on which we construct a mathematical
theory of heat conduction. The derivation of the differential equation of thermal conductivity is
based on the law of conservation of energy, combined with the Fourier law.
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Formulation of initial-boundary value problems.
The differential equation of thermal conductivity in the one-dimensional case is written as:
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and in the three-dimensional case
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It is often necessary to write equations (1) for cylindrical or spherical coordinate systems. In
the axially symmetric case, that is, when the solution does not depend on the polar angle, azimuth,
and angle, equation (1) is written using the parameter r:

- for a flat (Cartesian) coordinate system, when r = 0;
- for a cylindrical coordinate system, when r = 1;
- for a spherical coordinate system, when r = 2.

Using the r parameter, equations (1) are written as:
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When the heat changes depending on the polar angle, the equation of thermal conductivity in

the polar system is written as:
oT Lo or 10°T
cp—=M——|r—+—=—1|
or ror\ or r” 0@

In order to use any of these equations, they must be supplemented with conditions that
include:
1) setting the geometry that determines the sample (body);
2) setting the initial condition that determines the temperature distribution in the body at the
initial time;
3) setting the boundary conditions of the first, second, third or fourth kind, which determine the
laws of heat transfer on the boundary surfaces of the sample (body) under consideration.
For example, the heat equation complements the boundary conditions along the radius in the

Yo
(2)

inner part of the volume and on the outer boundary:
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by angular coordinate:
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The initial conditions are usually given in the form of known values of the temperature field
inside the test sample at the initial time:

O(x,,2.0)= 6, (x.y.2).

Boundary conditions can be defined as boundary conditions of the first, second, third, or
fourth kind.

The boundary conditions of the first kind are usually set in the form of a known law of
temperature change over time on the surface of the sample under study:

0 =T,(t).
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The boundary conditions of the second kind are usually given in the form of known functions
of the change in time of the heat flow on the surface of the body:

00
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Boundary conditions of the third kind describe the interaction of a body with the environment
according to the law of convective heat transfer proposed by Newton and having the form:
g=ald| -T,®).
where o — the heat transfer coefficient; 6’|r — the ground temperature on the earth's surface; 7, () —

air temperature.
In this case, the boundary condition of the third kind is written as:
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The boundary conditions of the fourth kind are set at the internal boundaries of the contact of
two solids or at the boundaries of the solid — liquid (gas) as follows:

O(h—0,1)=0(h+0,t)

A 86?(h—0,t) _2, 86?(h—0,t)
0z 0z
According to the boundary conditions of the fourth kind, the simultaneous continuity of
changes in both temperatures and heat fluxes is ensured at the contact boundary, although the
derivatives of the temperature field along the coordinate may have a discontinuity.

In some cases, in practice, boundary conditions of the fourth kind of a special type are used,

taking into account the presence of a surface heat source acting p(t) LH on the interface of

neighboring layers. For example, if a heat source with a specific surface power p(r)acts on the

surface z = h, then the boundary conditions of the fourth special type can be written as:

{Q(h—O,t)zﬁ(h—l—O,t), y) ae(hago,r) ae(ggo’t)zp(t).

In practice, a mixed boundary value problem of a special type is often used:
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In this case, you specify the thermal properties of the soil (sample) y,,c, A, and the initial

temperature distribution 6, (z), air temperature on the earth's surface 7, (¢) and soil temperature at

the boundary z = 0 — 7}, also sets the depth of the study and the length of time the study of land T.

By this way, it is necessary to determine the distribution of the ground temperature for any
ze(0,H), at any time 7 €(0,T).

The resulting problem is called a direct problem, and the desired solution to the temperature
distribution depends on the following parameters:
0=0(z.1,H.T.a.c.y,,2.6,,6,(2).T,.T, (1)) -

A large number of works, including A.V. Lykov [1], E.M. Kartashov [2], [3] and electronic
resources [4], [5].are devoted to the analysis and development of methods for solving boundary
value problems of the heat equation.
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Currently, both analytical and numerical methods are used to solve boundary value problems
of the heat equation. Most analytical solutions allow us to obtain a temperature distribution in a
homogeneous medium. Heat transfer processes in complex media are usually modeled by numerical
methods, the most common of which are the finite difference method and the finite element method.

Among the analytical methods most often used in the practice of thermophysics, the following
are distinguished: classical methods (the method of separation of variables, the method of sources);
methods of integral transformations with finite and infinite integration limits (Laplace, Fourier
transforms, etc.); methods using the concept of a thermal layer (the integral method of thermal
balance, the Shvets method, etc.); variational methods.

Among the methods of constructing difference schemes, the following methods are most
widely used: direct formal approximation; integro-interpolation method (IIM); variational-
difference methods (Ritz and Galerkin method); the method of approximation of the quadratic
functional; the method of summative identities (the method of approximation of the integral
identity).

The unified method of approximate solution of differential equations, applicable to a wide
class of equations of mathematical physics, is the finite difference method (or the grid method). It is
used when it is very difficult or even impossible to present the solution of a boundary value
problem in an analytical form. The results of the simulation using the finite difference method have
good convergence with the experimental data. Another advantage of this method is the simplicity of
its implementation and the versatility of the resulting programs.

1. Inverse problems of thermal conductivity
The solution of inverse problems is carried out within the framework of a mathematical model
of the object or process under study and consists in determining the parameters of the mathematical
model based on the available experimental information [6] - [8].

If we need to find one of the parameters y,,c,A,a, the resulting problem is called the
coefficient inverse problem of thermal conductivity, if we need to find §,(z) — the retrospective
inverse problem, and when determining 7; or 7, (¢)it is called the boundary inverse problem.

In this paper, methods for determining the thermal conductivity coefficient are developed by
machine learning according to the goal of work.
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Keneckpbi3bl K. Eckepmec C.B. !
Kepi xbli1y 0TKIBrimTik ecenrepine apHajJraH MallIMHAJIBIK OKBITY Jici
Anparna. by )KyMbICTa MallIMHAIBIK OKBITY 9/IiCTEpl MEH HEHPOH/IBIK JKeJi 9ICiH KoJgaHa
OTBIPBII, CHI3BIKTHIK JKOHE CBI3BIKTBIK €MEeC Kepl ecenTep/li ey MYMKIH/Ir 3epTreneai. Mamm-
HAJIBIK OKBITY aJITOPUTMAEPIHIH Maiifa O0IybIMEH Kepi ecenTep/i Te3ipeK kKoHe JT MOJAETbACYTre
MYMKIHJIK TyAbl. MalIMHANBIK OKBITY MEH HEHPOHJIBIK KETiH1 Kepl ecenTep/ii menryae KouIanyra
OOJIaTBIHIBIFBIH KOPCETY YIIIH ecenTey MEXaHWKAaChl MEH MAIIMHAIBIK OKBITYIBIH OipiryiH YCHI-
HaMbI3. AJIIBIHFBI MIHAETTEpP, €H ajAbIMEH, MalliMeTTep OazachlH Kypy yiuiH memineai. Conan
KeliH Oyi1 ManiMeTTep 6a3achl MATMHAJIBIK OKBITY QJITOPUTMEPi MEH HEHPOHIBIK JKeJiIep i OKbI-
Ty YIIiH Koimanbuiaabl. OChilaH COH OKBITBUIFAH AJITOPUTM ECENTENreH eJmeMaep OOWbIHIIA
MOCEJICHIH IIEeKapabIK JKaFIailapblH aHBIKTAy YIIIH MaiijadaHbuiafbl. ¥ CHIHBUIFAH OIC KBLTY
OTKI3TIITIKTIH CBHI3BIKTHIK/CHI3BIKTHIK €MEC €CeNTepl YIiH ChIHAJIbI, OHJa MIeKapaJbIK KaFaaniap
TeMIIepaTypaHsbl YIII, TOPT JKoHE OeC eIIIey apKbUIbl aHBIKTANIAAbl. byl 3epTTey ecentey MexaHHUKa-
CBl MEH MAIIMHAJIBIK OKBITY/IBIH KapacThIPbUIFaH CHHTE31 THIMII 9/1iC eKEHIH KOPCETeIi.
Tyiiinai ce3mep: kepi MOEIbACY, MAIIMHAIBIK OKBITY, HEMPOH/IBIK KEJi, )KbUTYOTKI3T1IITIK
TEH/IeY1, KBUTYOTKI3TIITIK KOA((HUIIMEHTI, CAHABIK d/1iCTED.

Keneckpbi3bl K./, Eckepmec C.B. !
MeTtoa MAaIIMHHOIO 00y4YeHHs VI 00PAaTHBIX 32124 TEIVIONPOBOIHOCTH

AHHoTanus. B ganHoi paboTe uccieayercs MOTEHIMAN pelIeHus: 0OpaTHBIX 3a1ad C JIH-
HEIHBIM M HEJMHEHHBIM IOBEJIEHMEM C MCIIOJIb30BAaHUEM METOJO0B MAIIMHHOIO OOYy4YeHHsS U
HelpoceTeBoro Meroaa. C MosiBIEHHEM alrOPUTMOB MAIIMHHOTO OOYyUY€HUs CTajI0 BO3MOXKHBIM MO-
JeupoBaTh oOpaTHbIE 3aj1aun OblcTpee M ToyHee. UTOObI MPOAEMOHCTPUPOBATH, YTO MAIIMHHOE
oOyueHue U HelipoHHas CEeTb MOT'YT ObITh UCIIOJIB30BaHbI NPU PEILIEHUN OOPAaTHBIX 3a/1a4, MbI IIPEe/I-
JlaraeM CiIusiHUE BBIYMCIUTENbHOW MEXaHUKU M MalIMHHOTO 00yueHus. [lepeqHue 3a1aun pemaroT-
Ccsl B TIEPBYIO ouepenb It co3aanus 0a3pl JaHHBIX. JTa 0a3a TaHHBIX UCIIOJIB3YETCs ISl 00yUeHUs
JITOPUTMOB MAIIMHHOTO O0Y4YeHHUsI U HEHPOHHBIX ceTeid. OOydYeHHBIN aNropuTM MCIIONIb3YeTCs IS
oTpesieNIeHUs] TPaHUYHbIX YCIOBUH 3a/1auMl 1O MpeArnoiaraeMbiM u3mepeHusM. [IpennoxxeHnplii me-
TOJ anpoOUpOBaH /s JIMHEHHBIX/HEIMHEHHBIX 3aJ]au TeIIONPOBOAHOCTH, B KOTOPHIX IPaHUYHBIE
YCIIOBUS ONPEAETSAIOTCS MMyTEM MPOBEIECHUS TPEX, YETHIPEX U MATH U3MEPEHUN TeMIiepaTypbl. ITO
HCCIIEIOBAaHME MOKA3bIBAET, YTO MPEATIOKEHHOE CIUSHUE BBIUNCIUTEIbHON MEXaHUKH U MAllIMHHO-
ro oOyueHus sBiseTcs 3PPEKTUBHBIM CIIOCOOOM.

KiroueBble ciioBa: oOpaTHOe MOJENMPOBAHUE, MAIIMHHOE OOy4YeHHE, HEHpOHHAas CeTb,
ypaBHEHHE TEIUIONPOBOAHOCTH, KO3 (PUIIMEHT TeII00TIau1, YUCICHHbIE METOBI.
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HEHHOCTD IT-AYTCOPCHUHTI' A IJISA KJIMEHTA

Annomavusa. Knuenmur oscuoaiom, umo UT-aymcopcune npegpamum HUT-gynkyuu é komnakmmuvie u
OUHAMUYHbIE UHCTHPYMEHMbL, KOMOopble ObiCMPO peazupyiom HA NOMpeOHOCMU U 803MONCHOCIU OUu3Heca.
Ho osmo nuwwb abcmpaxmuvie scenanus. 1100 HUMU CKPbIBAIOMCA MHOMCECMBO Oemanel, Ha KOmopbvie
KIueHm oopawaem eHUMAanue: 6pems omeema Ha 3anpoc, NPUemiIemds yYerda, Kauecmeo, KOMMYHUKAMUBHble
HABLIKU CEeYUANUCTNOS, UX 8EXHCIUBOCTb, HACKOILKO CREYUANUCHbl NOHUMAIOM NPOoOIeMy KIueHma c nomy-
c06a u max oanee.

B cmamve 6biiu onucanvl, paccuumarnvl U NPOAHATUIUPOBAHBL PE3YIbMaAmvl ONPOca AOMUHUCIPA-
MUeHO-ynpaeienuecko2o nepconana IT-aymcopcunzo6oii KOMRAHUY C Yeabl0 NOHAMb, YMO O KIUEHMO8
ABIAEMCSI OCHOBHOU YEHHOCMbIO, HA YMO KIUeHmMbl 00pawjarom Haubobuiee GHUMAHUE U KAK VIYYUUNG CY-
WecmeyIowylo cucmemy, eciu OCHOGHOU Yelbl0 KOMUAHUU SAGNAeMCs MAcCumaduposanue u nepexoo 8 cee-
Menm 006CnyHcu8anus KpynHo2o ousneca.

Knwouesvie cnosa: yennocms 0na xauenma, HT-aymcopcune, oubnuomexa ungpacmpykmypvl uu-
dopmayuonnvix mexnonoeu (ITIL), busnec-npoyecc, koppenayus Iupcona.

Beenenue

IlepBOoHaYaJIbHO ayTCOPCUHI pacCMaTpPUBAJICA KaK IEPEXO] K Iepeadye OTBETCTBEHHOCTH 3a
Bech UT-otnen tperbeil cropoHe. Ho B mocienHue rojapl, mo Mepe yriyOJaeHHs OIbITa U 3HAHUM,
ayTCOPCHHI CTaJl BapUaHTOM, KOTOPBIH MOXHO NPUMEHATh BBIOOPOYHO uiau mupoko k MT-
NESTETLHOCTH B COOTBETCTBHH C OOIIEH CTpaTerueil morcka mocTaBiIuKoB [1].

Pazmep MupoBOro pbiHKa ayrcopcuHra mHGpopMmanuoHHbx TexHoiorui (MUT) onennBaeTcs B
200500 mumMapaoB 10JIapoB. SICHO, YTO KIMEHTHI OOJIBINE HE 3aJaf0TCS BOMPOCOM, CTOUT JIH
uM otasaTe UT Ha ayTcopcuHr, a ckopee 3a1at0Tcsl BOPOCOM, KaK UM JIy4Ille BCErO UCII0JIb30BATh
3TOT OrPOMHBIA pBHIHOK. Temepb 3aka3zuuku oxunaotT ot MT-ayrcopcuHra MHOrux Ou3HeEcC-
MIPEUMYIIECTB, BKJIIOYAs CHU)KEHUE 3aTpar, Oojiee KauecTBEHHOE 0OCIyXMBaHHUE, BHEJpPEHHE HO-
BBIX TEXHOJIOTHWM, mpeobpazoBanue puxkcupoBanHbix UT-010mkeToB B nepemennbie UT-0101keThl,
yaydlieHue OU3HEC-TIPOLECCOB U JJayke YBEIMUYCHHUE JOXOA0B [2].

OmnpenesieHne HEHHOCTH I KJINEHTA

[lenHOCTH TOBapa WM YCIYTH B IJ1a3axX KJIMEHTa — 3TO TO, HACKOJBKO YCIIEIIHO OYAYT pelie-
HBI €T0 MPOOJIEMBI U yIOBIETBOPEHBI €r0 MOTPEOHOCTH MOCPEICTBOM TOBapa wiu ycinyru. [loatomy
chopMyIHUPOBATh LIEHHOCTH HYKHO UMEHHO C TOYKH 3pEHHs KJIMEHTOB, IOHUMas WX TaK, KaK Io-
HUMAIOT UX KIIMEHTBI, ¥ TOBOPS O HUX TO, YTO TOBOPSAT 00 3TOM CaMU KITUEHTHI.
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