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 In this study, we applied the K Support Vector Nearest Neighbor 
algorithm to reduce data train on data image. The data image that we 
used is the maize leaves image infected with fungi and healthy maize 
leave. The aim of data train reduction in this study is to get faster and 
more accurate prediction results. This because by using the K Support 
Vector Nearest Neighbor algorithm, a support vector which is formed 
from the algorithm really characterize the objective function of the 
problem. The accuracy obtained from this study is 0.20 or 20% mean 
error for the value of nearest neighbor K  = 3 and using K Nearest 
Neighbor as a model construction algorithm. The error value is smaller 
than when we compared to the construction the model without 
performing data train reduction. The error value if not doing any 
reduction is 0.209 or 20.9%. Whereas in terms of time efficiency, 
working with the K Support Vector Nearest algorithm is 24 seconds 
faster than without performing data train reduction. 

Keyword: 

Data Train Reduction  
Data Image  
K Support Vector Nearest 
Neighbor  
Maize Leaf Image  

Copyright © 2020 Puzzle Research Data Technology 

 

Corresponding Author:  

Marlinda Vasty Overbeek  
Study Program Informatics, Faculty of Techniques and Informatics, Universitas Multimedia Nusantara Tangerang 

Jl. Scientia Boulevard, Gading Serpong, Tangerang Banten  
Email: marlinda.vasty@umn.ac.id  

DOI: http://dx.doi.org/10.24014/ijaidm.v3i2.10451 

 
1. INTRODUCTION  

In classification cases, data train is always needed to form the teacher or model so that when there is 
new data with no class or target, the data can be mapped to a proper class. To get a good representation of 
learning, which in this case is data train, researchers often have difficulty getting the right composition, and in 
classification-based learning requires 'lots' of data train - which is often unpredictable how much the number 
of data needed to form a good model [1]. To provide solutions to these problems, we need a technique that can 
provide a good representation of the data used to obtain data train that truly represents the problem being 
worked on. 

In this study, data image is used, we used the image of maize leaves affected by fungi. The data image 
is used because in the detection of disease in maize leaves there are similarities in the characteristics or 
symptoms that are seen so that if distinguished by looking directly, it is quite difficult to do [2; 3]. The 
characteristics of maize leaves which are affected by fungi are characterized by brown spots and look similar 
to one disease with another [2]. Diseases of maize leaves discussed in this study were northern leaf blight, 
southern leaf blight, and southern rust. 

In a previous study [3] already used Multiclass Support Vector Machine with the Radial Base kernel 
function and using the Sobel operator as a feature extraction. The research resulted in an average accuracy of 
92,225% for classification. However, there are deficiencies in the study, namely the image data used are only 
140 images. There are selected and the data proportion is balance for one class to another class. Beside that, 
the Multiclass Support Vector Machine, even is a robust algorithm, but the structure of the algorithm is very 
complex and takes time to do when train a model [4]. 

For that, in the classification of maize leaves image to find out whether the maize is affected by a 
disease caused by fungi, we need a predict or recognition system. This recognition system was built 
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mathematically to reduce the recognition error made by humans (false positive error) or we called subjective 
classification by eyes [5]. Because of this, the development of the model as a supervision in the recognition 
system requires data that actually represents the data. The selection of the data can be done directly by using 
data segmentation and extraction on the leaves image to get the best leaf characteristics before classification or 
recognition of the leaves affected by disease or not [6], or data reduction is first done to be used as data train 
before segmentation and extraction the features. 

Reduction of data train is done because the data entered initially is data that has a proportion of 
irrelevant and redundant features so that it can reduce the accuracy of the learning model [7; 8]. Data train 
reduction, actually using active learning to choose informative information from the dataset which is 
existing[9].  

By using the data train reduction, the accuracy and time speed in building the model is faster. Data 
that has passed through the preprocess then is fold into data train and data test, then the data train is reduced 
using an algorithm to get a faster and accurately model build. The next step is the same as the research 
techniques described in the study for the detection of diseases in plant leaves proposed by [6]. 

Data train reduction has been carried out in several studies. Such as, the researchers using Principal 
Component Analysis (PCA) techniques [10-15], data reduction with Artificial Neural Network algorithms [16-
19], Genetic algorithms [20], Decision Tree [21], Support Vector Machine [23 ; 23], Naïve Bayes Classifier 
[24], Deep Learning Model [8; 25], and with Instance Based Learning [26-28]. 

Instance Based Learning(IBL) is an algorithm that uses data as an example for constructing a model 
by using the dissimilarity or distance from each data train to data that does not yet have a class or target [29]. 
One of the IBL technique that is often used is the Nearest Neighbor algorithm [30]. The Nearest Neighbor 
algorithm or sometimes referred to as the K Nearest Neighbor (KNN) has the advantage of the modeling 
complex objective functions with a number of local complex number estimation and stored information as data 
train is never lost, it is stored in the memory [29]. Because of this, there is a method developed from the KNN 
algorithm called K Support Vector Nearest Neighbor (KSVNN) proposed by Prasetyo [28] to reduce data train 
based on scored and properties of the significance degree of each data train based on nearest neighbor 
principles.  

After the data train has been reduced, the introduction of the recognition system is done using the 
KNN algorithm. KNN algorithm is considered good in recognize the disease classification system in leaf 
images because it gives an accuracy of more than 90% [31-35]. 

From the previous research, in our study, before classifying the disease on the maize leaf, data train 
was reduced. The data used were maize leaf image data with a size of 258 x 258 pixels with the division of 
healthy leaves as many as 1162 images, leaves with southern rust as many as 1192 images, leaves with southern 
leaf blight as many as 508 images, and leaves with northern leaf blight as many as 985 images. Distribution of 
data train and test is 90% and 10%. It is expected that from the reduction of data train, the recognition system 
will be faster in classifying diseases of maize leaves caused by fungi. 
 
2. RESEARCH METHOD 

The framework in this study is the step taken to solve the problem. The details of the research 
procedure are shown in Figure 2 which was developed from research Kaur et al [6]. 
From Figure 1, the work details are as follows: 

a. Data acquisition  
The data used are as much as 3847 image data and the type of the data is unbalanced data in proportion 
to the distribution of images of healthy maize leaves, southern leaf blight, northern leaf blight, and 
southern rust. Next image is the appearance of the leaf image (Figure 1) which is used for 4 different 
classes. 
 

 

Figure 1. Acquisition of maize leaf image 

 
b. Pre Process  

    
Northern leaf blight Southern leaf blight Southern rust Healthy leaf 
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Pre-processing in this research is to color conversion from the Red Green Blue (RGB) channel to the 
grayscale channel and enhance the quality of the image by remove off noise from the image with the 
Median Filter technique with a 3x3 kernel.  
Median filter is a non-linear filter that is used to produce an enhancement image [38]. The concept of 
the median filter is to smooth and reduce noise in the image. Noise filter contains a number of odd 
pixels that are shifted at a point-by-point point in the entire image area. 

c. Segmentation  
The segmentation used for this research is shape segmentation with Sobel Operator. It is mimicking 
the function of the gradient intensity of the image and giving results in the form of important things 
from the edge of the image and the contours of the image being clarified [36] 
 

 
Figure 2. Research Procedure 

  
d. Feature extraction 

For feature extraction, we use the second order statistics name Gray Level Co-occurrence Matrices 
(GLCM). GLCM is a texture analysis introduced by Haralick in 1973 [37]. In GLCM there are 2 main 
variables namely the orientation of the angle and distance of the pixel. In this study we use the angle 
orientation are 0o, 45o, 90o and 135o and pixel distance is 1 pixel. 
 

e. Data folding  
For data fold, 10% of the total data were data test. The remaining 90% will be used as a data train. 
 

f. Data train reduction  
The algorithm used in this study to reduce data train is using the K Support Vector Nearest Neighbor 
(KSVNN) algorithm which combines the K Nearest Neighbor (KNN) algorithm and the Support 
Vector Machine (SVM) algorithm with the principle of K nearest neighbors in each data train [28] . 
KSVNN tries to reduce the data train based on the score property or the degree of significance in each 
alternative data based on the closest neighbor K principle. The two properties are the Left Value (LV) 
and the Right Value (RV). The left value is for data train that has the same class, while the right value 
is for a different class. The number of LV and RV from all training data is the same  𝑁 × 𝐾 as stated 
by equation (1). 
 ∑ 𝐿𝑉𝑖 + ∑ 𝑅𝑉𝑖 = 𝑁 × 𝐾𝑁𝑖=1𝑁𝑖=1      (1) 
 
The significance degree is the value that states the relevance of the data train to the objective function 
described in a hyperplane area. Hyperplane area values range from 0 to 1. When the calculation get 
the value, then the higher value being the higher relevance as a support. Support vector values are 
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training data used in predictions. As for the threshold (T) used is more than 0 (𝑇 > 0), which means 
the slightest relevance value will be used as a support vector.  
A value of 0 on the significance level of the training data means that the data must be discarded 
because it is not used as a support vector. The value of the degree of significance or significant degree 
(SD) is obtained by dividing LV against RV with the condition in equation (2). 
 

𝑆𝐷𝑖 = {  
  0   , 𝑆𝑉𝑖 = 𝑅𝑉𝑖 = 0𝑆𝑉𝑖𝑅𝑉𝑖 ,   𝑆𝑉𝑖 < 𝑅𝑉𝑖𝑆𝑉𝑖𝑅𝑉𝑖 ,   𝑆𝑉𝑖 > 𝑅𝑉𝑖1,   𝑆𝑉𝑖 = 𝑅𝑉𝑖

    (2) 

 
As for the KSVNN training to get support vectors, the support vectors are then stored in memory for 
use when predictions are as follows [28]: 
1) Initialization D as a set of data train, where K is the nearest neighbour and T is the threshold for 

significance degree (SD), LV and RV is all set to 0 in each of instance in the data train 
2) For each data train 𝑑𝑖𝜖𝐷, go to steps 3 through 5 
3) From 𝑑𝑖  to the other data train, calculate the distance between that  
4) Select 𝑑𝑡 as K closest data train (not included 𝑑𝑖) 
5) For each data train in 𝑑𝑡, if the class label is equal 𝑑𝑖 then add 1 to 𝐿𝑉𝑖, if it's not the same then 

add 1 to 𝑅𝑉𝑖 
6) For each data train 𝑑𝑖, calculate 𝑆𝐷𝑖  using equation (2)  
7) Select data train with SD  T, save it in memory (variable) as a template for prediction.  

 
g. Model testing (trained classifier) 

In this study the KNN algorithm is used as an algorithm used to form models. To predict a new sample, 
KNN use a nearest neighbour technique to calculate the similarity or distance between [29]. The 
distance used is Euclidean Distance measurement. Euclidean Distance is the most common distance 
defined as follows: 
 𝑑𝑖 = √∑ (𝑥2𝑖 −𝑝𝑖=1 𝑥1𝑖)2          (3) 

Where : 𝑥1 = sample data 𝑥2 = test data  𝑖 = variable data  𝑑 = distance  𝑝 = data dimension  
 
The number of nearest neighbors or K used in this study are 1 - 10 as a nearest neighbor. After the 
model is formed, the model is tested by data test. Finally, in this study will be calculated how many 
errors from the system (mean error).  

 

3. RESULT AND ANALYSIS 

3.1. Dataset Description  

The data used are 3847 images of maize leaves divided into unbalanced classes with the division of 
four classes as follows healthy leaves are 1162 images, leaves with southern rust are 1192 images, leaves with 
southern leaf blight are  508 images, and leaves with northern leaf blight are 985 images.  
 
3.3 Pre Process  

The preprocessing begin with converting images to images size below 100 Kb. This is done to reduce 
the size of the image so that the transmitted image is smaller and convert colors from the RGB channel to the 
grayscale channel more easy. Furthermore, noise reduction is performed with the median filter, with the kernel 
used is 3 x 3. Python 3 is using to define the preprocessing function. In Figure 3 shows the image that has been 
enhanced with median filter with kernel 3x3. 
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  Image compression results Image of 3x3 median filter results 

Figure 3. Display results before and after using median filters on maize leaves 
 

3.4 Segmentation  

At this stage, input from the median filter is used to get the shape characteristics with the Sobel 
Operator. With the Sobel Operator, each horizontal and vertical edge of the image is emphasized. In Figure 4, 
using a function built in Python 3, the results of maize leaves with sharpen edge are shown. 
 

a) Normalization of gradient image results  
 
 
 
 
 
 
 
 

 
 

 
 

 

Double normalized gradient normalization 
 

Sobel gradient vertical normalization 
 

b) Edges of horizontal and vertical  
 
 
 
 
 
 
 
 
 
 

 
 

Horizontal edge magnitude (from y gradient) Vertical edge magnitude (from x gradient) 
 

c) Finalization of image results from segmentation (Sobel Magnitude) 
 
 
 
 
 
 
 
 
 
 
The combined image from vertical and horizontal 
  

Figure 4. Results of segmentation with Sobel Operators 
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From Figure 4 it was found that the pattern of maize leaves affected by the patterned disease and more 

visible in the image of part (c) in the Sobel Magnitude.  
 

3.5 Feature Extraction  

GLCM is used in research with. As for the Haralick features used are contrast, correlation, energy, 
and homogeneity with angles of 0o, 45o, 90o and 135o with pixel distance are 1. Next in Figure 5 the results of 
the image extraction from GLCM are displayed. 

 

 
Figure 5. Image of GLCM results 

 
3.6 Data Train Reduction  

The implementation of the KSVNN algorithm is used on the system to reduce data train using Python 
3. The following is a code snippet image used for developing data train reduction shown in Figure 6. 

 

 
Figure 6. Making the initial class 

 
For the first time, a class called KSVNN was created, the number of K (nearest neighbors) and the T 

threshold was determined first, then the value of the Significant Degree (SD) was calculated using equation 
(2). The code snippet is shown in Figure 7. 

 

 
Figure 7. Implementation of equation (2) on the system 

 
From the code snippet in Figure 7, it is seen that if the SD is smaller or equal to the T threshold value, 

then the data is taken and stored in memory to be used as predictive data (data train). This data is referred to as 
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a support vector. The selected data (support vector) is then combined to be used as data for the development 
of prediction models. Figure 8 shows the function for merging selected support vector values. 

 
Figure 8. Implementation of the support vector merging function 

 
The results provided from the overall merging of support vectors, which are used as data train for 

model development in this study are obtained as many as 3419 support vector support vectors. Initial data used 
(90% of the total dataset) were 3462 leaf images. With the KSVNN algorithm, reduced as many as 43 leaf 
images. The nearest neighbor value is K = 3 and the threshold is T = 0.5. 
 
3.7 Model Testing  

KNN algorithm is used to build the model. By folding the data train and data test by 90% and 10%, 
we get the mean error value of the system for the training data that has been reduced by the KSVNN algorithm 
shown in Table 1 for the 4 class labels used for the nearest neighbor are as many as K = 1 - 10. 

 
Table 1. Mean errors resulting from the introduction of the system 

Number of K Mean Error 
1 0.22 
2 0.21 
3 0.20 
4 0.21 
5 0.22 
6 0.215 
7 0.235 
8 0.24 
9 0.23 
10 0.23 

 
From Table 1 it can be seen that at K = 3 the recognition system gives the smallest error value which 

is 0.20 or 20%. So for the accuracy of the system is 80%. In terms of efficiency, the time given in doing work 
is 134 seconds. If the system does not implement data train reduction, then the best nearest neighbor value is 
also K = 3 with an error value of 0.209 or 20.9%. Whereas for the duration of the process, a longer processing 
time is obtained for 24 seconds from a system that uses data train reduction, which is for 158 seconds. 
 
4. CONCLUSION  

Based on the research, we get the results that the reduction of data train using the KSVNN algorithm 
is able to increase the efficiency and effectiveness of the recognition and classification system of diseases in 
maize leaves caused by fungi. This can be seen from the length of time, if you use data train reduction with the 
KSVNN algorithm, the model training time is 24 seconds faster than if you do not do data train reduction. As 
for the accuracy side, prediction errors for the recognition of healthy and infected maize leaves can be seen 
that a system with reduced training data provides better accuracy. This is because data train is reduced, and the 
selected support vector is really characterized the objective function so that the prediction process becomes 
faster and more accurate.  
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