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Abstract— In this paper, we have studied the 

dynamical behaviors of a predator-prey model, where 

the prey is subject to strong Allee effect, and the 

predator has an alternative food source. Positivity 

and boundedness of the system are discussed. Some 

extinction criteria are derived. Stability analysis of 

the equilibrium points is presented including some 

global results. Numerical simulations are carried out 

to validate our analytical findings. Implications of our 

analytical and numerical findings are discussed 

critically. 

Key words: Predator-prey, Allee effect, extinction, 

stability. 

I.  INTRODUCTION  

Nowadays the study of predator-prey relationship has 

become an extremely important part of ecology. In this 

relationship, one species serves as a food for the other. It 

is true that the preys always try to develop the methods 

of evasion to avoid being eaten. However, it is certainly 

not true that a predator-prey relationship is always 

harmful for the preys, it might be beneficial to both. 

Further, such a relationship often plays an important role 

to keep ecological balance in nature. 

Mathematical modelling of predator-prey interaction 

was started in 1920s. Interestingly, the first predator-prey 

model in the history of theoretical ecology was 

developed independently by Alfred James Lotka (a US 

physical chemist) and Vito Volterra (an Italian 

mathematician) [25, 42]. Subsequently, this model has 

been used as a machine to introduce numerous 

mathematical and practical concepts in theoretical 

ecology. Many refinements of the Lotka-Volterra model 

have also been made to overcome the shortcomings of the 

model and to get better insights of predator-prey 

interactions. In the last five or six decades, a number of 

predator-prey models are developed and systematically 

cultured in literature. However, urge for incorporating 

many parameters of real systems had been felt day by day. 

If we summarize the basic considerations behind the 

modelling of predator-prey systems, it would be evident 

that the most crucial elements of predator-prey models are 

the choices of growth function of the prey and functional 

response of the predator. 

It has long been recognized that the famous logistic 

growth function has the capability of describing individual 

population growth. The function is introduced in 1838 by 

the Belgian mathematician Pierre Francois Verhulst [41] 

and later it is rediscovered in 1920 by American biologists 

Reymon Pearl and Lowell Reed [33]. If  X(T )  denotes the 

population density at time T, then the logistic growth 

equation is given by 
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    1 ,
dX X

rX
dT K

   
 

                                          (1.1) 

here r is the intrinsic per capita growth rate and K 

is the carrying capacity of the environment. The logic 

behind this is very simple. As the resources (e.g., 

space, food, and essential nutrients) are limited, every 

population grows into a saturated phase from which it 

cannot grow further; the ecological habitat of the 

population can carry just so much of it and no more. 

This suggests that the per capita growth rate is a 

decreasing function of the size of the population, and 

reaches zero as the population achieved a size K (in 

the saturated phase). Further, any population reaching a 

size that is above this value will experience a negative 

growth rate. The term 
2

/rX K  may also be regarded as 

the loss due to intraspecific competition. Although logistic 

growth function became extremely popular, but, in real life 

situations, researchers found many evidences where the 

populations show a reverse trend in low population 

density [14, 12, 30, 9, 15, 36]. This phenomenon of 

positive density dependence of population growth at low 

densities is known as the Allee effect [39, 15]. 

The phenomenon of Allee effect is named after the US 

Behavioral scientist Warder Clyde Allee (although Allee never used the term ‘Allee effect’). Allee described this 
concept in three of his papers [3, 4, 5]. Actually, the term ‘Allee effect’ was introduced by Odum [32]. Since the late 

eighties of the 20th century, the concept gained importance 

but there were necessity of clear-cut definitions and 

clarification of concepts. 

The necessity was fulfilled when three reviews by 

Stephens et al. [39], Courchamp et al. [14], Stephens and 

Sutherland [38]. There are many reasons for Allee effect, 

such as difficulty in mate finding, reduced antipredator 

vigilance, problem of environmental conditioning, reduced 

defense against predators, and many others (for thorough 

reviews, see references [9, 15]). The Allee effect can be 

divided into two main types, depending on how strong the 

per capita growth rate is depleted at low population 

densities. These two types are called the strong Allee effect 

[40, 44, 45] or critical depensation  [10, 11, 23], and the weak 

Allee effect [39, 43] or noncritical depensation  [10, 11, 23]. 

Usually, the Allee effect is modelled  by a growth equation 

of the form 

    
0

1 1 ,
 K

dX X X
rX

dT K

      
  

                 (1.2)                              

Where   X(T )  denotes the population density at time T  , 

r is the intrinsic per capita growth rate,  and K is the 

carrying capacity of the environment.  Here 0 < K0  << K.  

When    K0 > 0 and the population size is below the 

threshold level K0, then the population growth rate 

decreases [6, 13, 18, 22], and the population goes to 

extinction. In this case, the equation describes the strong 

Allee effect [40, 44, 45]. On the contrary, the description 

of weak Allee effect is also available (see references [44, 

19]). In this paper, we are concerned with strong Allee 

effect. The above growth is often said to have a 

multiplicative Allee effect. There is another mathematical 

form of the growth function featuring the additive Allee 

effect. In this paper, we are not interested in additive 

Allee effect (interested readers might see the works of 

Aguirre et al. [1, 2]). A comparison of the logistic growth 

function of (1.1) and the function representing Allee effect 

in equation (1.2) can be found in [29]. 

Let us now turn our attention from the individual 

growth of the prey to the interaction of the prey and its 

predator. The function that describes the number of prey 

consumed per predator per unit time for given quantities of 

prey and predator is known as the functional response or 

trophic function. Depending upon the behaviour of 

populations, more suitable functional responses have been 

developed as a quantification of the relative responsiveness 

of the predation rate to change in prey density at various 

populations of prey. In this connection, Holling family of 

functional responses are the most focused [20, 21]. The 

Holling type-I functional response (or the Lotka-Volterra 

functional response) is given by F (X) = βX, where X(T ) is 

the prey density at time T and β > 0 is a constant. The 

Holling type-II (or Michaelis-Menten) functional response 

has become extremely popular. The type-II functional 

response includes the fact that a single individual can 

feed only until the stomach is not full, and so a saturation 

function would be better to describe the intake of food. 

This is similar to the concept of the law of diminishing 

returns borrowed from operations research, via a 

hyperbola rising up to an asymptotic value. In other 

words, the functional response would be of the following 

form 
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  X

X
F X


                                       (1.3) 

Where X(T ) is the prey density at time T , β > 0 is the 

maximal growth rate of the predator and α > 0 is the half 

saturation constant. Although these functional responses 

have served as basis for a very large literature in predator-

prey theory (see [31, 37, 27], and references therein); but 

there should be no denying that, in many situations, the 

predator density could have a direct effect on functional 

response. Interestingly, J.R. Beddington[7] and 

D.L.DeAngelis (and his co-researchers) [16] independently introduced a ‘predator- dependent’ functional response in 

the same year 1975. This functional response is known as 

Beddington-DeAngelis functional response, which is given b y  

  X

X Y
F X


                     (1.4) 

Here the term δY  measures the mutual interference 

between predators. 

Once again, we want to go back to the question of 

individual population growth. Even if a population is not 

susceptible to Allee effect, it is easy to understand that 

the logistic growth function might not be capable of 

explaining the growth of each population. Obviously, 

several modifications of logistic growth function have 

been proposed, whilst retaining the sigmoid and 

asymptotic property of the logistic curve. In 1959, 

Richards [35] suggested the growth equation in the 

following form: 

1
dX X

rX
dT K

     
   

                                        (1.5) 

Where δ is positive exponent and it describes the 

degree of intraspecific competition. 

In this paper, we have considered a predator-prey 

model, where the prey is vulnerable to strong Allee effect. 

In this situation, it is quite natural that predator must try 

to manage some alternative food source. This is obviously 

not very easy, and therefore, there must be serious 

intraspecific competition among predators. Also, as there 

is strong Allee effect in prey, the mutual interference 

among predators must play a serious role. From this 

viewpoint, we have considered a growth function of the 

form (1.5) and a Beddington- DeAngelis functional response 

for predators. 

The rest of the paper is structured as follows. In section 

2, we present a brief sketch of the construction of the model 

and the biological relevance of it. In section3,  positivity and 

boundedness of the basic deterministic model is discussed. 

Some theorems on extinction of the populations are 

presented in section 4. Section 5 deals with the equilibrium 

points and their stability analysis. In section 7, computer 

simulation of a variety of numerical solutions of the 

system is presented. Section 8 contains the general 

discussions on the results and biological implications of 

our mathematical f i n d i n g s . 

II. THE MATHEMATICAL MODEL 

Before we introduce the mathematical model, let us 

describe the basic assumptions that we made to formulate 

it. 

1. The biological system we consider is composed of 

a single prey population whose density at time T is 

denoted by X. The density of the predator at time T 

is denoted by Y. 

2. We   consider a multiplicative Allee effect in prey 

population growth. 

3. As the prey is subject to Allee effect, it is assumed 

that the predator manage some additional food 

source (for which there is serious intraspecific 

competition among them), and there is mutual 

interference among the predators for the prey X 

also. Therefore, we assume that the predator 

follows a modified logistic growth of the form (1.5) 

and the predator consumes the prey with a 

Beddington-DeAngelis type functional response. 

 The above considerations motivate us to introduce the 

following predator-prey model under the framework of the 

following set of nonlinear ordinary differential e q u a t i on s : 

 

 
1 1 10

1 1 , 0 0
 

dX X X XY
rX X

dT K K a b X c Y

                                          

   
1 1 1

1 , 0 0
dY Y XY

sY Y
dT L a b X c Y

             
        (2.1) 
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Here r is the intrinsic growth rate, K is the carrying 

capacity, and K0 is the Allee threshold for the prey. s is the 

intrinsic growth rate of the predator, L its carrying 

capacity, and δ describes the degree of intraspecific 

competition. The parameter α denotes the maximal 

growth rate of the predator; and γ is the biomass 

conversion rate of the predator. The parameters b1 and 

c1 respectively describe the effect of handling time and the 

magnitude of interference among predators; and a1 is the 

half saturation constant. We also assume that all 

parameters are positive. 

To reduce the number of parameters, we use the 

following scaling 

 

0

, , .
X Y K

x y t r T
K L K

     

 Then the system (2.1) becomes 

 (1 )( ) , 0 0
1

dx pxy
x x x m x

dt bx cy
    

 
                                                        

   1 , 0 0
1

dy qxy
ey y y

dt bx cy

   
           (2.2)              

Where 

0 0 0 01 1

1 1 1 1

, , , , , ,

(0) 0, (0) 0, (0) 0.

K K L K Kb K c L
m p b c e q and

K rKa a a rK ra

x y z

 
     

  
     

III. POSITIVITY AND BOUNDEDNESS 

Positivity and boundedness of a model guarantee that 

the model is biologically well behaved. It is easy to notice 

that the functions on the right side of each of the 

equations in (2.2) are continuously differentiable in 
2

R
 . 

Therefore the solution of (2.2) with a positive initial 

condition exists and is unique. For positivity of the 

system (2.2), we have the following theorem. 

Theorem 3.1 All solutions of the system (2.2) that 

start in R+
2  remain positive forever. The proof is simple 

and therefore it is omitted. Now we prove a useful result. 

Theorem 3.2 lim  supt→∞  x(t)  ≤ 1. 

Proof.   Case-I. Let x(0) ≤ 1. We claim that x(t) ≤ 1 for all t ≥ 0. 

If possible, assume that our claim is not true. Then it is 

possible to find two positive real numbers t′  and t′′  such 

that x(t′) = 1 and x(t) > 1 for all t ∈  (t′, t′′). 

Now, for all t ∈ (t′, t′′), we have from the first equation 

of (2.2)  

 
 

Case-II. Let x (0) > 1. We claim that 

 lim  supt→∞ x(t) ≤ 1. If possible, assume that this claim 

is false. Then x (t) > 1 for all t > 0. So φ( x (t), y(t)) < 0  

(  where  φ  has the same expression as in Case-I); and 

consequently, we have from the first equation of(2.2) that 

         
0

0 exp , 0

t

x t x x s y s ds x
 

  
 
  

Also from the first equation of (2.2),we  obtain  

  1
0 (1 ) 0 ,   (0) 0.

dx
x m x x where x m

x dt
     

This implies that lim supt→∞ x(t) ≤ 0, which is 

contradictory to our assumption. There- fore our claim is 

true. 

From the above two cases, we have lim supt→∞ x(t) ≤ 1. 
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The following theorem ensures the boundedness of the 

system (2.2). 

Theorem 3.3 All solutions of the system (2.2) that starts in  

2
R   are uniformly bounded. 

Proof. Let W (x, y) = qx + py. Then 

 

 1 (1 )
dW

q m x pey y
dt

     

For any µ > 0, we have 

 1 (1 ).
dW

W q m x pey y
dt

          

 

Applying the theory of differential inequalities, we obtain 

      0 , 0
0 , .

and for t    0 .

t

W x y
W x y

e

W








  

 

  

Thus, all the solutions of (2.2) enter into the region 

   , : 0 , ,  for any 0 .

Hence thr theorem.

B x y W x y
  


 
     
   

    

IV. EXTINCTION SCENARIOS 

In this section, we find some conditions for extinction of the 

prey. Here  we use the symbols x   and y to represent lim 

supt→∞ x(t) and lim inft→∞ y(t), respectively.  We  

frequently use the fact  that x ≤ 1, which is proved in 
Theorem  3.2. 

It is quite obvious that if, after certain time, the prey 

population density lies below the Allee threshold 

(moreover there is attack of predator), then it is really 

impossible for the prey to survive. This fact is represented 

in mathematical terms in the following theorem.  

Theorem 4.1 If  < m , then  lim ( ) 0.
t

x x t   

Proof: If possible,let lim ( ) 0.

The definition of  implies that for any  satisfying

x t
t

x





 
   

0  there exists t  > 0 

such that x(t) < x+  for t > t  

m x 






  
 

 

         
 



 

0

0

Then for t > t  we have from the first equation (2.2) that  

(0)exp 1
1 ( )

       (0)exp (

       < (0)exp ( ) 0 as t ,

which is a cotrad

t

t

py s
x t x x s x s m ds

bx s cy s

x x m ds

x m x t







             
 

   
 
    





iction.This proves the theorem.

 

Remark. If the condition of the above theorem is 

satisfied, then the predator have no vital role in leading 

the prey to extinction, because the Allee effect is enough to 

do this (of course, the predator might expedite the process 

of extinction of the prey). The following theorem shows 

that the predator might also play a key role to prompt the 

prey to die out. 

 
 

  '

'

'

,

1 (1 2 )
Theorem 4.2 - If y> 1 >0,

2

then lim 0.

Proof: if possible , let lim 0. 

Since x 1, for any 0< < 1-m, there 

exists 0 such that  

for .

Then , for max

t

t

c b
b

c cm p c

x t

x t

t y t y

t t

t t t

















 
    



 



  



  ' ,

we have from equation of (2.2) that 


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 

   

   

     
 

1
1

1
1 1

1 ,
1 1

1 1 1 1
2 ,

1 1

dx pxy
x m

dt bx cy

pxy
x m

b cy

p cy
x m

c b cy

b cy bp
x m

c b cy












   
 

   
  

 
    

    
                  

 

V. EQUILIBRIA AND THEIR STABILITY 

In this section, we find the equilibrium points of the 

system (2.2) and study their stability. The following 

lemma gives the boundary equilibrium points. 

 

Lemma5.1  The trivial equilibrium 0, 0
0

of the system 2.2 always exists.There are 

two predator-free equilibrium points 1, 0
1

and , 0 , and one prey-free equilibrium 
2

point 0,1 , each o

( )

(

f w

)

( )

( hich a o)  ls  
3

E

E

E m

E

 

exists unconditionally.

For the existence of the interior or coexistence equilibrium

 * *,  * , we have the following lemma.E x y

 

 
 

 

   

 

 

0 0

0

0

0

 at E 0,0  is given by         

0
.

0

One eigen value of  is positive and the 

other is negative.This in

The Jacobian matri

dicates that

x 

 E  is a saddle point.

J

m
J E

e

J E

E

 
  
 

   

 

1

1

1

2

1
 at E 1,0  is given by 

1
1

.

0
1

Clearly, E  is also a saddle point (as m < 1).

The equi

The Jac

librium

obian matr

 point ( ,  0) has the Jacobian matrix

ix 

p
m

b
J E

q
e

b

E m

J E

     
   

 
 

2

1
1

0
1

p
m m

bm
J E

qm
e

bm

     
   

 

 
 

As   1, both the eigenvalues are positive, and

 hence  is always unstable. The equilibrium 
2

point (0,  1) has the Jacobian matrix
3

0
1

.
3

21 1

As both the eigenvalues are n

m

E

E

p
m

c
J E q qc

e
c c





 



 

 

 
 
 
 
 
 

egative, 
3

 is locally asymptotically stable.

In the following, we give a very

 simple criterion for global stability of (0,  1).
3

E

E
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 

Theorem 5.3 If    then 

lim ( ( ),  ( ))  (0,  1).

Proof. It is already established 

in Theorem 4.1 that, if   , 

then lim  ( )  0.

From the second equation of (2.2),

 we have

1
1

x m

x t y t
t

x m

x t
t

dy qx
e y

dt bx











  


 
 

,

1 .

This indicates that lim inf 1

y
cy

ey y

y t
t





 



 
  

 

 

 

Since lim  ( )  0, therefore, 
t

for any   0, there exists   0

 such that ( )  

for t > t  Then, for t > t , 

we have from the second equation of (2.2) that

1 ,
1

1

x t

t

x t
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Finally, we consider the stability issue of the most 

important equilibrium E∗(x∗, y∗).We have the following 

Jacobian matrix at E∗(x∗, y∗): 
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Therefore, by Bendixson’s criterion criterion, there is 

no periodic orbit in Ω. Hence the theorem follows from  

the Poincar´e-Bendixson theorem. 

VI. NUMERICAL SIMULATION 

In this section, we present computer simulations of 

some solutions of the system (2.2). These simulations 

are performed to validate some of the analytical 

findings of the last two sections. 

First,  we  take the parameters of the system (2.2) as   

m = 0.2,  p = 1,  b = 1,  c =   1, e = 0.2, q = 1, δ = 2 and 

(x(0), y(0)) = (0.5, 0.5). Then local asymptotic stability 

of E3 (0, 1) is shown in Figure 1. 

 Next we consider the stability of the interior 

equilibrium point.  For m = 0.2, p   = 0.1, b = 0.4, c = 0.5, e = 

0.2, q = 0.1, δ = 2, the system (2.2) has an interior 

equilibrium  

Point  E∗(0.9196, 1.1131), which is locally 

asymptotically stable. The corresponding phase portrait 

for different choices of (x (0), y (0)) is depicted in Figure 2. 

Clearly the trajectories converge to E∗. The figure also 

shows that the equilibrium point is a stable node. Figure 3 

shows the behavior of x and y with time, when (x (0), y 

(0)) = (0.6, 1.4), and it is evident that (x, y) approaches (x∗, 

y∗) in finite time. 

 

Figure 1:  Behaviour of the system  (2.2)  with time when 

m = 0.2,  p = 1,  b = 1,  c =  1,  e = 0.2,  q = 1,  δ = 2,  x(0) = 

0.5 and y(0) = 0.5. 

VII. CONCLUDING REMARKS 

About an entire century has already been elapsed on 

understanding and analyzing the basic rule between live 

food and its eater. Though it is not possible to construct a 

mathematical model that will fit entirely any natural 

subsystem, but there always has been a constant 

endeavour from researchers to find out the most suitable 

model that might describe and forecast natural phenomena. 

It was more than eighty years ago when the concept of 

Allee effect had drawn the attention of the scientists. 

Theoretical ecology remained silent for a long time on 

this issue. Recently, modelers have felt the necessity of 

modelling of Allee effect. Some models have been 

developed and cultured in last few years (for details, see 

[29]). In this paper, we have considered a predator-prey 

model where the prey is susceptible to Allee effect. The 

predator has a modified logistic growth and at the same 

time it consumes the prey following 

Beddington-DeAngelis functional response. It is 

assumed that predators have to fight among themselves 

for food. The number of parameters of the model has 

been reduced by suitable scaling. Then the dynamical 

behaviour of the resulting model (2.2) is studied. 

Existence and uniqueness of solutions of the model are 

discussed. It is shown (in Theorem 3.1 and Theorem 3.3) 

that the solutions of the system (2.2) remains 

 

Figure 2: Here m = 0.2, p = 0.1, b = 0.4, c = 0.5, e = 0.2, q = 0.1, δ = 2. Phase portrait of the system (2.2) for different 

choices of x (0) and y (0) showing stable behaviour of E∗ 

(0.9196, 1.1131). 
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Figure 3: Here the values of the parameters are as in Figure 

2. When (x (0), y (0)) = (0.6, 1.4), both the populations 

converge to their equilibrium-state values in finite time. 

The blue curve represents x and the red one represents y. 

Non-negative forever, and they are uniformly 

bounded. These, in turn, imply that the system is 

biologically well-behaved. We have derived some results 

on extinction of prey and predator. It is seen that if there 

is a very strong Allee effect, then it is almost impossible 

for the prey to survive. Also, an aggressive predator might 

cause extinction of the prey. If the prey dies out, it is quite 

natural that the predator will tend towards its carrying 

capacity (it is also evident from Theorem 5.3). 

The stability analysis of the equilibrium points is very 

important from practical point of view. In this context, the 

interior equilibrium point is of extreme importance. The 

importance of ecological balance in nature has now been 

felt around the entire globe. Stability analysis of the 

interior equilibrium might provide the conditions for 

ecological balance in nature. Here we have presented the 

stability analysis of all the equilibrium points of the 

system (2.2). We have derived some global results also. 

The conditions of Theorems 5.4 and 5.5 may be used for 

ecological balance in nature. 
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