
 

  

 

 

Journal homepage: https://shmpublisher.com/index.php/joscex 47 

Improve the Accuracy of C4.5 Algorithm Using Particle 

Swarm Optimization (PSO) Feature Selection and 

Bagging Technique in Breast Cancer Diagnosis 
 

Raka Hendra Saputra1, Budi Prasetyo2 
1,2Computer Science Department, Faculty of Mathematics and Natural Sciences, Universitas Negeri Semarang, Indonesia 

 

 

Article Info  ABSTRACT  

Article history: 

Received Jul 25, 2020 

Revised Aug 10, 2020 

Accepted Sept 3, 2020 

 

 Breast cancer is the second leading cause of death due to cancer in 

women currently. It has become the most common cancer in recent 

years. In early detection of cancer, data mining can be used to diagnose 

breast cancer. Data mining consists of several research models, one of 

which is classification. The most commonly used method in 

classification is the decision tree. C4.5 is an algorithm in the decision 

tree that is often used in the classification process. In this study, the 

data used was the Breast Cancer Wisconsin (Original) Data Set (1992) 

obtained from the UCI Machine Learning Repository. The purpose  of 

this study was to select features that will be used and overcome class 

imbalances that occur, so that the performance of the C4.5 algorithm 

worked more optimal  in the classification process. The methods used 

as feature selection are PSO and bagging to overcome class 

imbalances. Classification was tested using the confusion matrix to 

determine the accuracy that was generated. From the results of this 

study, the application of PSO as a feature selection and bagging to 

overcome class imbalances with the C4.5 algorithm succeeded in 

increasing accuracy by 5.11% with an initial accuracy of 93.43% to 

98.54%. 
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1. INTRODUCTION  

 

Breast cancer is the second leading cause of death due to cancer in women currently. It has become the most 

common cancer among women in developed and developing countries in recent years [1]. Identification of 

breast cancer can be done manually, but this process is difficult because we must remember all the information 

needed for each particular situation that cause in low accuracy. Mortality from breast cancer can be reduced if 

it can be detected early. There are conventional methods for breast cancer detection but machine learning 

classifiers need to be done because they can get higher accuracy [2]. 

Data mining is a pattern recognition technology as well as statistical and mathematical techniques to find 

meaningful correlations, patterns and new trends by sorting out the data storage stacks that store large data [3]. 
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In the medical field, data mining can be used to diagnose some diseases such as breast cancer, heart disease, 

diabetes, etc. [4]. 

 

Classifications in data mining are two forms of data analysis process used to extract models that describe data 

classes or predict future data trends. In the classification process, there are 2 phases; the first phase is training 

data, wherein this phase the data are studied and analyzed using classification algorithms. The model or 

classifier studied is presented in the form of a pattern or classification rule; the second phase is the use of 

models for classification, and testing data is used to estimate the accuracy generated based on classification 

rules [5]. 

 

The problem that often occurs is the classification has a large number of features in the dataset, but not all of 

them will be used. Irrelevant and redundant features can reduce performance [6]. Unnecessary features can 

make generalizations more difficult and increase the size of the search space which makes a major obstacle in 

machine learning and data mining. To maximize accuracy in classification, we can use feature selection in 

selecting features that will be used [7]. 

 

Feature selection is widely used to overcome irrelevant exaggerated features. Feature selection simplifies a 

collection of data by reducing dimensions and identifies the relevant features without reducing the prediction 

of accuracy [8]. Particle Swarm Optimization (PSO) is a metaheuristic optimization for feature selection 

because it has been proven to be competitive compared to genetic algorithms in some cases, especially in the 

field of optimization [4]. Metaheuristic optimization has proven to be a superior methodology for getting a 

good solution in a reasonable time [9]. In addition, too many available features, the dataset also often occurs 

data imbalances. 

 

Data imbalance is one of the classic problems in classification in machine learning. Data imbalance has been 

proven to reduce the performance of machine learning algorithms [10]. Imbalance can be interpreted, for 

example one class (majority class) is more than the other class (minority class) [11]. 

 

Breast Cancer Wisconsin (Original) Data Set has 2 classes, namely benign written 2 in class as much as 458 

(65.5%) and malignant written 4 in class as many as 241 (34.5%). 

 

Two popular methods used in the ensemble method are Bagging and Boosting [13]. Bagging technique is 

superior compared to boosting when dealing with data that contains noise [14]. In addition, bagging technique 

is not only easy to be developed, but also strong when dealing with class imbalances if implemented correctly 

[15]. Bagging technique can be applied to tree-based methods  to  increase the value of accuracy that will be 

generated later [16]. 

 

A text can consist of only one word or sentence structure [2]. Information in the form of text is important 

information and is widely obtained from various sources such as books, newspapers, websites, or e-mail 

messages. Retrieval of information from text (text mining), among others, can include text or document 

categorization, sentiment analysis, search for more specific topics (search engines), and spam filtering [3]. Text 

mining is one of the techniques that can be used to do classification where, text mining is a variation of data 

mining that tries to find interesting patterns from a large collection of textual data  [4]. 

 

The classification method itself many researchers use the Naїve Bayes Classifier where a text will be classified 

in machine learning based on probability [5]. Naїve Bayes Classifier is a pre-processing technology in the 

classification of features, which adds scalability, accuracy and efficiency which is certainly very much in the 

process of classifying a text. As a classification tool, Naїve Bayes Classifier is considered efficient and simple, 

and sensitive to feature selection [6]. 

 

The data used in this study contains hotel reviews in English so that it can be seen that the grammar used by a 

person is very diverse in writing the review, diversity makes the features generated through N-Gram will be 

very much. Therefore, here we will use N-Gram word characters with N = 1, 2, 3 to retrieve features in a review 

which will then be classified with the Naїve Bayes Classifier Algorithm. 

 

It is expected that the N-Gram Naїve Bayes Classifier Algorithm in this study can be classified correctly and 
appropriately. So that the main purpose of this study can be fulfilled which is to know the effect of N-Gram 

features on Naїve Bayes Classifier for sentiment analysis of hotel reviews. 
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2. METHOD  

 

Stages of data processing consist of several stages, starting from converting the dataset format which was 

originally .data to .csv, overcoming missing values contained in the dataset, selecting features with PSO, 

overcoming class imbalance by bagging, and evaluating using confusion matrix. For more details about the 

methods used in this study can be seen in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. C4.5 algorithm using pso and bagging technique 

 

2.1 Handling Missing Values 

 

The dataset used in this study experienced a missing value of 16 data. This was known with the help of WEKA 

tools as shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 Missing Value on the Dataset 
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The missing value was in the bare nuclei attribute which meant as much as 16 data in the bare nuclei attribute 

was not filled. In this study, 16 data that experienced missing values were overcome by imputation methods, 

so as not to interfere with the classification process. So that, the amount of data in the dataset was reduced, 

which was originally 699 data to 683 data. 

 

2.2 Particle Swarm Optimization (PSO) 

 

PSO was selected as the best features available in the Breast Cancer Wisconsin (Original) Data Set. The best 

features were the features selected to be used in the next process. The PSO steps in selecting the best features 

are shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Flowchart PSO  

 

Based on Figure 3, the PSO steps can be seen more clearly as follows. 

Step 1: Initialization of particle position (xt), weight of inertia (w) = 0.72, and acceleration coefficients (c1 and 

c2) = 0.7. Initialization of particle velocity (vt) = 0. Number of particles = 50 and iterations performed 

= 100. 

Step 2: Calculate and evaluate the fitness value of each particle using the C4.5 algorithm. 

 

Step 3: Determine the pbest value of each particle based on the accuracy value produced by C4.5. Determine 

gbest value based on the highest pbest value. 

Step 4: Calculate particle of velocity and position using Equations 1 and 2. 

 

                 𝑣𝑖𝑑𝑡+1 = 𝑤 × 𝑣𝑖𝑑𝑟 + 𝑟1𝑖 × (𝑝𝑖𝑑 − 𝑥𝑖𝑑𝑡 ) + 𝑐2 × 𝑟2𝑖 × (𝑝𝑔𝑑 − 𝑥𝑖𝑑𝑡 )               (1) 

                 𝑥𝑖𝑑𝑡+1 = 𝑥𝑖𝑑𝑡 + 𝑣𝑖𝑑𝑡+1               (2) 

 

Step 5: Determine the optimal criteria. Determination of particle probability 0 or 1 based on the speed value 

using the sigmoid function in Equation 3. 

                  𝑥(𝑡 + 1) = {1 𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑠(𝑣(𝑡 + 1))0 𝑖𝑓 𝑛𝑜𝑡                (3) 

 

 

The value rand () is a random number that is uniformly distributed between 0 and 1. The S( ) 

function is a sigmoid function calculated using Equation 4. 
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             𝑠(𝑣𝑖𝑗(𝑡 + 1)) = 11+𝑒−𝑣𝑖𝑑𝑡+1               (4) 

 

Step 6: Displays gbest and optimal solution in the form of selected features that will be used. 

 

2.3 Bagging technique 

 

Bagging is a method that combines bootstrapping and aggregating. Bootstrap samples are obtained by changing 

the number of elements or resampling the same number of elements as the original dataset [21]. The bagging 

process was done in training data, while the steps are as in Figure 4. 

 

 

Figure 4. The concept of bagging process 

 

Based on Figure 4, it can be seen more clearly bagging steps are as follows. 

 

Step 1: Perform the bootstrap process on the training data, dividing the data according to the specified number 

of bags. In this study 100 bags were used. 

Step 2: Classify each bag using the C4.5 classifier to get the model. 

Step 3: Next, the model obtained was tested using testing data. 

Step 4: Each bag produces accuracy, then vote on all results. 

Step 5: The results of the final decision were the results based on majority voting. 

 

2.4 C4.5 algorithm 

 

C4.5 algorithm is an algorithm that is widely used in classifications to make decisions because it can produce 

decision trees that are easy to interpret and understand, it has an acceptable level of accuracy, and are efficient 

for dealing with discrete and numerical attributes [22]. Stage C4.5 was conducted on the training data in 

conducting the classification process can be seen in Figure 5. 
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Figure 5. C4.5 Algorithm 

 

 

Based on Figure 5, it can be seen more clearly the steps of the C4.5 algorithm are as follows. 

 

Step 1: Calculate the entropy of each attribute with Equation 5. 

              𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ 𝑝𝑖 × log2 𝑝𝑖𝑛𝑖=1                (5) 

 

Step 2: Calculate the gain info for each attribute by Equation 6. 

             𝐼𝑛𝑓𝑜 𝐺𝑎𝑖𝑛 (𝑆. 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ∑ |𝑆𝑖||𝑆| × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)𝑛𝑖=1                (6) 

 

Step 3: Calculate the split info for each attribute using Equation 7. 

            𝑆𝑝𝑙𝑖𝑡 𝐼𝑛𝑓𝑜 (𝑆. 𝐴) = − ∑ 𝑆𝑖𝑆 log2 𝑆𝑖𝑆𝑛𝑖=1                (7) 

 

Step 4: Calculate the gain of each attribute by Equation 8. 

             𝐺𝑎𝑖𝑛 (𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ∑ |𝑆𝑖||𝑆| × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)𝑛𝑖=1                (8) 
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Step 5: Calculate the gain of each attribute by Equation 8. 

Step 6: Repeat steps 1 to 4 to determine the branch by removing the selected attributes. 

Step 7: Create a branch based on the highest gain value. 

Step 8: Continue to repeat the process of determining branches until all attributes form a tree. 

 

2.5 Evaluate with the Confusion Matrix 

 

The evaluation stage was carried out at the end of the research process. This stage is useful for testing the 

model and calculating the resulting accuracy. In this study the evaluation was carried out with a confusion 

matrix. The steps are as follows. 

 

Step 1: Enter the test results in the confusion matrix table as seen in Table 1. 

Table 1.  Testing the confusion matrix 

 

 

 

 

 

 

 

Step 2: Calulate the accuracy value, determine the highest accuracy with Equation 9 . 

             𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁𝑃+𝑛 × 100%               (9) 

Step 3: State the conclusions from the accuracy results obtained. 

 

 

3. RESULT AND DISCUSSION 

 

This research was conducted using tools, namely the Python 3 programming language, scikit-learn library, and 

Pyswarms documentation. While the material used was the Breast Cancer Wisconsin (Original) Data Set 

obtained from the UCI Machine Learning Repository. The tools and materials in this study were public so they 

can be accessed and used by anyone who will conduct or prove the validity of the research conducted by 

previous researchers. PSO feature selection was done to get selected features that will be used for the 

classification process. The dataset which previously had 9 attributes after being processed by PSO left 8 

selected features that will be used in the next process. This can optimize the performance of the C4.5 algorithm 

in classifying the dataset. The results of the selected features can be seen in Figure 6. A total of 8 selected 

features when used in the classification process with the C4.5 algorithm produce an accuracy of 95.62%. 

 

 

Figure 6. Selected Features by PSO 

Bagging was done to overcome the class imbalance that occurs in the dataset used. Bagging was done in 

training data by dividing the data into 100 bags randomly, the total data of the whole bag was the same as the 

total training data. Bagging will produce the best bag of 100 bags then the results will be processed by C4.5 

algorithm to do the classification. 1 bag with the highest accuracy will be used as the final decision in the 

classification process. In this study, data from 1 bag selected when processed by the C4.5 algorithm produced 

an accuracy of 97.81%. 

 

This study recorded every accuracy that results from the classification process that has been done. The results 

can be seen in Table 2 

 

Table 2. Results of each method used 

Algorithm Accuracy 

C4.5 93,43% 

C4.5 + PSO 95,62% 

C4.5 + Bagging 97,81% 

C4.5 + PSO + Bagging  98,54%  

Actual Predicted 
 Positive Negative 

Positive True Positive 

(TP) 

False Negative 

(FN) 

Negative False Positive 

(FP) 

True Negative 

(TN) 
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Based on Table 2, it was known that there was an increase in each method used. C4.5 algorithm without using 

PSO and bagging produced an accuracy of 93.43%. C4.5 algorithm with PSO without using bagging produced 

an accuracy of 95.62%. C4.5 algorithm with bagging without using PSO produced an accuracy of 97.81%. 

And the purpose method which in this case was an algorithm with PSO and bagging produces an accuracy of 

98.54%. So it can be concluded that there was an increase in accuracy of 5.11% when comparing the C4.5 

algorithm without PSO and bagging with the purpose method in this study. 

 

When the method used in this study was compared with previous studies, it can be seen that the accuracy 

produced in this study was 98.54 which shows better than some previous studies using the Breast Cancer 

Wisconsin (Original) Data Set as in Table 3. Akay [23] in his research showed that the distribution of training 

and testing data respectively 80% and 20% is the most optimal when used for classification of breast cancer. 

Lavanya & Rani [24], in her study showed the application of bagging to decision trees which in this case was 

CART produces an accuracy of 97.85% . Muslim MA et al., [4] in his research succeeded  in increasing 

accuracy by 0.88% by using PSO as a feature selection on the C4.5 algorithm [4]. Shrivas & Singh [25] in his 

research showed C4.5 using the distribution of training and testing data respectively 80% and 20% for the 

classification of breast cancer resulting in an accuracy of 92.857% [25]. 

Table 3. Comparison of research accuracy 

 

 

 

 

 

 

 

 

 

4. CONCLUSION 

 

Based on the results of research and discussion related to C4.5 algorithm using Particle Swarm Optimization 

(PSO) feature selection and bagging technique in breast cancer diagnosis, it can be concluded that PSO was 

used from a number of features in the dataset. In this case, the feature can be referred to an attribute. The dataset 

originally had 9 attributes and 1 class became 8 attributes and 1 class after PSO was applied. Bagging was used 

to overcome class imbalances that occur in the dataset. Bagging produced the best bag to be used in the 

classification process of the C4.5 algorithm in order to make its performance more optimal. Accuracy results 

obtained when applied PSO and bagging on the C4.5 algorithm were 98.54%. While, C4.5 without PSO and 

bagging produced an accuracy of 93.43%. So, it can be seen an increase of 5.11% based on the comparison of 

the resulting accuracy. This showed that PSO and bagging had an important role in optimizing 
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