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 With increasing competition in the business world, many companies use data 

mining  techniques to determine the level of customer loyalty. The customer 

data used in this  study is the german credit dataset obtained from UCI. Such 

data have an imbalance  problem of class because the amount of data in the 

loyal class is more than in the  churn class. In addition, there are some 

irrelevant attributes for customer  classification, so attributes selection is 

needed to get more accurate classification  results. One classification algorithm 

is naive bayes. Naive Bayes has been used as an  effective classification for 

years because it is easy to build and give an independent  attribute into its 

structure. The purpose of this study is to improve the accuracy of the  Naive 

Bayes for customer classification. SMOTE and genetic algorithm do for  

improving the accuracy. The SMOTE is used to handle class imbalance 

problems,  while the genetic algorithm is used for attributes selection. 

Accuracy using the Naive  Bayes is 47.10%, while the mean accuracy results 

obtained from the Naive Bayes  with the application of the SMOTE is 78.15% 

and the accuracy obtained from the  Naive Bayes with the application of the 

SMOTE and genetic algorithm is 78.46%. 
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1. INTRODUCTION 

 

The rapid development of technology, information systems, and science has  resulted in increasingly tight 

competition in the business world. In the business  world, customers are the main asset. Therefore, various 

ways have been taken by  the company so that customers do not stop subscribing. The term that is often  used 

for customers who stop subscriptions with one service provider and become  a customer of another service 

provider is called customer churn [1]. Customer  churn occurs because of customer dissatisfaction [2]. This 

happened in various  industries including insurance, banking, and the telecommunications industry [3].  To 

prevent this from happening, one of the models used by the company is  Customer Relationship Management 

(CRM) [4].              

 

Journal of Soft Computing Exploration, Vol. 6, No. 1, May 2019 2      The concept of Customer Relationship 

Management (CRM) leads to the  importance of maintaining customers and building long-term relationships 

with  customers to keep customers from moving to the company's competitors [5]. The  transfer of customers 

from one provider to another is due to better rates or  services, or because of the different benefits offered by 

the company's  competitors when registering [6].       
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With the increasing competition and diversity of offerings in the industrial  market, many companies utilize 

data mining techniques to determine customer  churn rates [6]. Data mining is an activity to find interesting 

patterns from a large  number of data [7]. Data mining has been applied to many fields because of its  ability 

to analyze large amounts of data and fast time [8]. Data mining has several  techniques such as estimation, 

classification, association, and clustering [9].      Companies need customer classifications to determine the 

level of customer  loyalty. Classification is the most important part in data mining [10].  Classification is a data 

mining technique that serves to predict classes in a data  [11]. One classification algorithm is Naive Bayes. 

Naive Bayes has been used as  an effective classification for years. Because Naive Bayes is easy to build and 

can  handle a number of independent variables randomly, either continuously or  categorically [12].       

 

In the field of machine learning and data mining the classification of unbalanced  data is a problem that often 

occurs. Data imbalances have a negative impact on  classification results where minority classes are often 

incorrectly classified as the  majority class [11]. The problem of class imbalance is a problem where data  

experiences significant differences between classes, where loyal classes are  greater than the churn class. The 

problem of class imbalance can be overcome by  using the Synthetic Minority Over Sampling Technique 

(SMOTE) method. The  SMOTE method is often used to overcome class imbalance problems because the  

SMOTE method does not reduce the amount of data, so that no information is lost  [13].       

 

Classification on high dimensional data will reduce accuracy. High dimensional  data is data that has a large 

number of attributes. To improve classification  accuracy on high-dimensional data can be used attribute 

selection methods that  function to understand the relevant attributes [14]. One algorithm that can be used  for 

attribute selection is a genetic algorithm. Genetic algorithms are chosen  because they can reduce attributes in 

high dimensional data. So that data that  initially has many attributes is reduced to a few fewer attributes, 

without reducing  information from the data [15]. The concept of genetic algorithms is to search for  solutions 

based on the evolutionary process [16].       

 

This study uses the German credit dataset. The dataset used in this study was  taken from the UCI Machine 

Learning Repository. The purpose of this study is to  improve the accuracy of the Naive Bayes algorithm by 

applying the SMOTE        algorithm and attribute selection of Genetic Algorithms in classifying customers  by 

seeing an increase in accuracy before and after the application of SMOTE and  Genetic Algorithms. 

 

2. METHOD  

 

2.1 Dataset 

 

The data used in this study are German Credit Data taken from the UCI Machine  Learning Repository. The 

German Credit Data Collection has 20 attributes and  1000 instances. This dataset has 13 nominal type 

attributes and 7 numeric type  attributes. This dataset has 1 class attribute of nominal type consisting of good  

and bad or loyal and churn. The description of the attributes of the German credit  dataset can be seen in Table 

1. 

 

Table 1. German Credit Datasets Attributes 
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2.2 Experiment 

 

In this study several algorithms were used to obtain a model to improve the  accuracy of the Naive Bayes 

algorithm by using SMOTE and Genetic  Algorithms. The experimental stages carried out in this study can be 

seen in  Figure 1. 

 

 
 

Figure 1. Experimental Stages of the Naive Bayes Method by  

Applying SMOTE  and Genetic Algorithms 

 

As seen in the picture above, the method used in this study is the application of  the SMOTE algorithm and 

Genetic Algorithm to the Naive Bayes Classifier. The  dataset that has been done by class balancing and 

attributes selection is then  divided into training data and testing data for classification using the Naive Bayes  

Classifier. Data evaluation is done using cofussion matrix to calculate  classification accuracy. The stages of 

each method can be seen as follows: 
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2.2.1 SMOTE 

 

SMOTE is a technique used to expand minority sample data areas. This technique  is made by making synthetic 

data for minority classes. Making synthetic data for  minority classes in more detail can be seen as follows: 

1. Enter the dataset and the amount of additional data that will be  created. In this system, new minority 

class datasets generated as many as  300 new data. 

2. Selecting minority class data, where in this dataset the minority class  data is churn class data. 

3. Separating minority data (churn) and majority class data (loyal). After  the minority class data and the 

majority are separate and then remove the  majority (loyal) class data.   

4. Randomly select a minority dataset (churn) and calculate the selected  k-nearest neighbor data. The k 

value used to calculate the k-nearest  neighbor here is 3.   

5. After that make new data based on randomly selected data and k- nearest neighbor by multiplying the 

distance that has been obtained in  the fourth step with numbers chosen randomly between 0 and 1, 

then  add the value of the original vector feature.   

6. Repeat step 2 until the amount of new data corresponds to the number  of additions to the desired data, 

where in this dataset the desired amount  of new data is 300 data churn.  7. After all stages have been 

completed, 300 new minority data will be  known so that there are 1300 sample data. 

2.2.2  Genetic Algorithms 

 

The stages of Genetic Algorithms can be seen as follows:  

Awaken teh initial population of chromosome N.  

Loop until the stop condition is fulfilled  

  Loop for N chromosome N  

    Individual = Decode (chromosome)  

    Fitness    = Evaluation (individual)  

  End  

  Make one or two of the best chromosome copies  

  Loop until you get a new N chromosome  

    Select two chromosome as parents P1 and P2  

    [parent1, parent2] = Recombination (P1, P2)  

  [child1, child2]   = Mutation (child1, child2)    

      End  

  Change the old N chromosome with the new N chromosome.  

End  

 

2.2.3  Naïve Bayes Classifier 

 

The stages of the Naive Bayes algorithm in classifying datasets are as follows: 

1. Read training data. 

2. Calculating probability in the following way: 

a. Calculates the average of each parameter with the following  formula: 

      (1) 

Information: 

      µ : mean 

     xi : sample value i 

      n : number of samples 

b. Calculates the standard deviation of each parameter with the  following formula: 

            (2) 

Information: 

      ê : Standard deviation, expresses the variance of all  attributes 

     n : Amount of data in the same class 

      xi : Value of attribute to i 

      µ : mean 
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c. Look for probability values using the formula: 

             (3) 

Information: 

      ê : Standard deviation, expresses the variance of all  attributes 

      xi : Value of attribute to i 

      µ : mean 

     Xi : attribute to i 

     Y : Class sought 

     yj : Y syb-class searched 

3. Repeat step 2 until the probability of all parameters is calculated. 

4. The calculation process will stop when the probability value of all  parameters of each attribute has 

been calculated. 

 

3. RESULT AND DISCUSSION 

 

3.1 Results 

 

This study uses a system created with the PHP programming language that is  applied to German Credit 

datasets. Accuracy results obtained on the application  of Naive Bayes without the pre-processing process 

which is equal to 73%.  Whereas, the results of the average accuracy of ten executions obtained using  SMOTE 

and the attibutes selection of Genetic Algorithms on Naive Bayes is  80.948%. 

 

 

3.2 Discussion 

 

Based on the results of the application of the SMOTE algorithm and the attributes  selection of Genetic 

Algorithm in the Naive Bayes algorithm that has been carried  out, it can be seen that the accuracy for 

determining customer churn using the  German Credit dataset is taken from the UCI Machine Learning 

Repository. Data  previously obtained has passed the pre-processing stage, namely the class  balancing stage 

and attibutes selection stage.       

 

At the stage of class balancing is done by applying the SMOTE algorithm. The  SMOTE algorithm is applied 

to make new data more balanced. German Credit's  initial dataset has 1000 samples with 700 loyal (good) 

classes and 300 churn  (bad) classes. Therefore it is necessary to balance the class by creating new data  in the 

churn class. The new dataset of the SMOTE algorithm results in 300 churn  class data, so there are 1300 new 

sample data. This is done so that data can be  classified optimally. The attribute selection stage is done by 

selecting attributes in  the data used. In this attribute selection stage there is a dimension reduction in the          

data in order to optimize attributes that will affect the accuracy of the Naive  Bayes algorithm. Dimension 

reduction in attributes is done by using Genetic  Algorithms. Removal of attributes is done one by one from 

attributes that have  the smallest fitness value and will be mining. The process of selecting attributes  and 

mining will stop when the results of the accuracy have exceeded the specified  minimum limit.       

 

After going through the pre-processing stage, new data will go through the  classification process using the 

Naive Bayes algorithm. From the results obtained,  there is an increase in the accuracy of the Naive Bayes 

algorithm and the Naive  Bayes algorithm by applying the SMOTE algorithm and attibutes selection of  Genetic 

Algorithms. 

 

4. CONCLUSION 

 

In this study, testing the Naive Bayes algorithm by applying the SMOTE algorithm and attribute selection of 

Genetic Algorithms is done using the German Credit dataset taken from the UCI Machine Learning Repository 

to classify churn and loyal customers. Accuracy results obtained on the application of the Naive Bayes 

algorithm without the pre-processing process that is equal to 73%. Meanwhile, the average accuracy of ten 

executions obtained using the SMOTE algorithm in the Naive Bayes algorithm is 74.918% and the results of 

the average accuracy of ten executions obtained using the SMOTE algorithm and the attributes selection of the 

Genetic Algorithm of the Naive Bayes algorithm is 80.948%.    
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