u] =,

Po3zznsnymo oco6ausocmi npouecy 6usHaueHHs KOOpOUHam 36y -
Ko8ux anomanii 3a oanumu 36yxoseux padis. Iloxazano, wo 36yxo-
61 anomanii € oxcepesom indopmauii npo nodii, aeuwa, wWo eice
6idoyearomocs, wu € ix nepedsicnuxamu. O3naueno, wo cucme-
MU NPOCAYX06YBAHHS € OONOBHEHHAM 00 MENJ06i30pie, ma npu
KOMNJIEKCHOMY B6UKOPUCMAHHI 3 YPAXYBAHHAM nepesaz, Ki 00Cs-
2a10MbCA NPU BUKOPUCMANHT GE3NIIOMHUX JIMANLHUX anapamis,
3abe3nenyomv exoHOMil0 PiHAHCOBUX Ma JHOOCLKUX Pecypcis.
Buxnadeto memoou, wo 00360aa10mb supimyseamu 3adawy cnocme-
PEJNHCEHHS. MA NPOZHO3Y WASIXOM 3HAXO0HCEHHS KOOPOUHAM 36YKO-
eux anomaniii. 3anpononosani Henpami memoou po3e’a3xy zaoax
nowyxy Koopounam 36YyKo060i aHoMaii 0a1 MpLox MIKpodonie
3a NINO0I0 CXeMOI0 HABAUNCEHHA ma JINIUN0I0 1 KEAOpaAmu4I0I0
anpoxcumauiero. Po3e’azxu 0osedeno 0o ananimuunux 3aeepuie-
HUX 6Upasie, ki 003601510Mb NPOBOOUMU POZPAXYHOK KOOPOUHAM
3a exionuMu ymoeamu 01 Mpoox aG0 HOMUPLOX MIKpOoHiE.
Taxosc nocmaeneno ma po3e’a3ano npsamumu memoodamu 3adauy
nowyKy KoopouHam 36YK060i AHOMAIIl OJlsl MPLOX MA UOMUPLOX
Mikpoonie. Ilpedcmasneno po3e’ssxu ax eupasu, wo 0036075-
1omov o6uucmosamu Koopounamu 36yxoeoi awomanii. Ilposedero
uuceNvbHi excnepumenmu, 6 X00i AKUX 00HUCII08ANUCH KOOPOUHAMU
36yK06UX anomaniil, abcontomua noxudKa ix eusnaMenns Ha Koduc-
Hill imepauyii ma 3azanvHUl 1ac, wo UMPAMUBEC HA PO3PAXYHOK.
IIpodemoncmpogano, wo Haubinvwy noxubky maiomo cucmemu,
Y akux xoopounamu Mmikpoonise i ovxcepen 36yxy abo npaxmuu-
HO 00HaKos6i, abo cnignadaromv. 3a YUx Ymoe 0N NPAMUX Memo-
0i6 3nauenns xoepiyicnmie piHAHb 3IMEHBUYIOMbCA NPAKMUUHO 00
HYJI ab0 00epmaromvcs y HYab, A PISHUUSL 3HAUEHD WYKAHUX KOOD-
Junam Mixc imepauiamu pizko 3pocmae, wo 2aIbMy€e nPoyec 306ixic-
Hocmi po3e’asxis. Iloxazano, wo 3acmocyeanis 00 nowyxy Koopou-
Ham HAOAUNCEHUX MeMOO0i8, WAAXOM PO36°A3KY 3a0au Minimizayii i3
3anyveHnaAM Memooy pexypenmnoi anpoxcumauii, 0036o0nse Gyoy-
samu npocmi anzopummu. Ix peanizauis ona posze’asxy zadau
YUCENbHUX eKCnePUMeHmi6 0a€ WUOKI MaA NPAKMUUHO MOUHI 3HA-
yenns xoopounam. Bcmanosneno, wo 3acmocysainns 0o nodyoosu
anzopummie memooie J02iuHo20 AHANI3Y MA NPAGUTL JI02IUH020 BUC-
HOBKY 3MEHUYE KiTbKiCmb imepauyili ma 3azaivHull 1ac po3paxyHKy

Knrouosi caosa: 36yxosa anomanis, Qynxuionan, pexypeum-
HA anpoxcumMayis, AHaIiMU1Hi Po36°a3Ku, YUCTI08UIL eKCnepumMenm
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1. Introduction audio information [7, 8]. However, further design and deve-

lopment of applied systems for recording, recognizing, do-

Advantages of integrated video and audio surveillance
and the new technical capabilities of sound anomaly record-
ing open up new prospects for widespread monitoring includ-
ing emergency automated management systems (AMS) [1].

Sound anomalies found in surveying from drones are
a source of additional meaningful information about events
or phenomena [2] that are occurring or are precursors of
subsequent events [3]. In the city, steppe, mountainous or fo-
rested areas, sound anomalies are sometimes the only source
of information [4]. In this regard, recording, storage, and
analysis of audio information [5] are of interest for a systemic
collection, processing by various institutions, including go-
vernment institutions and dual-purpose services [6]. Lack of
financial and human resources is one of the reasons explain-
ing the growth of scientific and applied interest in designing
computerized systems for the collection and processing of

cumenting and mapping sound anomalies and constructing
information flow AMS [9, 10] should be preceded by a pro-
cess of theoretical analysis and a search for new theoretical
bases and patterns of calibration and training [11, 12]. The
methods of collecting, rapid processing, and recognition of
potentially dangerous events or preceding events evidenced
by sound anomaly have become a topical subject of prospec-
tive scientific studies [13, 14].

However, innovative development of water economy,
problems connected with gamekeeper control, unlicensed
lumbering and hunting, road accidents, fires, disturbance of
silence, and efficiency of corresponding services depend di-
rectly on accuracy and speed of position determination [15].
The solution of the latter and construction of models capable
of providing valid and accurate information on sound ano-
maly coordinates for AMS operation has become a subject of



recent studies [16]. In this regard, the development of an
effective method of coordinate determination which will
extend the functionality of such services and improve the
efficiency of their work is an urgent task. Undoubtedly, the
latter can be achieved through the technical improvement
of tools including the improvement of methods, models, and
algorithms of their work [15-17].

At present, the construction of models and develop-
ment of methods for determining coordinates required for
the sound anomaly recording systems of the cannon sound
reconnaissance requiring immediate development and im-
provement in view of the real actions and threats from the
aggressor is the problem of particular urgency [18].

2. Literature review and problem statement

Recently, data about new possibilities of technical means
of recording acoustic waves propagating in the air are in-
creasingly reported in the literature [1]. Sensitivity and
resolution of such systems suggest that terrestrial audio
interception systems, such as Trembita M, will replace or
informationally supplement thermal imagers and night vision
devices [1]. Also, according to [5], innovative approaches to
building systems of switching sensors for sensory process-
ing which have previously been tested in adaptive robotic
means of flexibly restructuring enterprises [7] are further
developed today. The proposed approach based on program-
mable logic controllers (PLC) [19] is well adaptable for the
case when multiple sensors of the same type are switched to
the processing module [20]. However, the advantage of the
new proposed systems [19] implies the possibility of further
expansion in accordance with requirements to the quality of
sensors and realization of tasks in VHDL language which is
implemented in various PLC procedures. Thus, the techni-
cal preconditions permit further innovative improvement
of both fixed and mobile systems operating on the basis of
a mobile device in cooperation with unmanned aerial vehi-
cles (UAV) [15]. As shown in [21], an increase in the number
of sound receivers through the use of UAV swarms can expand
the technology capabilities. At the same time, it was also
proved that such a solution further increases the number of
problems to be solved [21]. The method presented in [22]
makes it possible to choose UAV operation zones for effective
solution of surveillance and forecasting problems. However,
the influence of the features of the present-day formation and
terrain topology complicates their solution [22]. Application
of the multiagent event isolation method [23] based on multi-
character sets and use of machine learning algorithms, obvi-
ously, can be further implemented after additional improve-
ments to solve problems of surveillance and forecast of sound
anomalies [24]. Accuracy of recording the sound anomaly,
separating it from superimposed signals, and recording the
start and end time of a single event remains the task of im-
proving means, algorithms and sensors of UAV [15, 20].

The idea of propagation of a spherical acoustic wave re-
gardless of the sound origin, be it sound from a sniper position
or explosion of a cannon projectile from a closed position was
used in [25]. There are studies in which bursts of self-pro-
pelled self-homing missiles are considered as sources of
spherical acoustic waves propagating at a constant speed [26]
in conditions of imposing sounds of other events. The latter
is interference in describing processes and construction of
models and algorithms of determining coordinates of the

source of sound anomaly [27]. The task of determining coor-
dinates in the context of excessive information shows that,
regardless of the binaural effect, the problem of functional
minimization is solved by direct or numerical methods.
However, the use of the fastest descent method provided
convergence regardless of the choice of initial conditions but
the Newton method did not do this. Such conclusions can
be explained by the presence of irrationality and not simple
roots in which denominator of the recurrent formula tends
to zero and the initial functional oscillates. As shown in [15],
the necessity of recording the sound anomaly in such a model
of the phenomenon requires an increase in the number and
location of several spatially separated microphones [28].
By its essence, this technical solution makes the functional
uniquely positive for all microphones. However, the location
of microphones on quadrocopters generates an error in coor-
dinates because of the error in the microphone coordinates.
Influence on the error of measuring the target angle was
studied in [28] but the algorithm given there did not pre-
sent a method of correcting the methodical error that arises.
The methodological error determination algorithm proposed
in [29] makes it possible to estimate it under the conditions
of a simplified model and accurate solutions available. Thus,
for the tasks in which initial approximation is selected from
the conditions of the expected events that requires for its
use equipment that uses a binaural effect, it will also require
refinement of both the model with a functional and a solution
method. Search for and implementation of design solutions
that realize the binaural effect [29] requires prediction of the
event direction which cannot be predicted for civilian tasks.
Under these conditions, the problem of determining the
coordinate of sound anomaly is usually reduced to a problem
of either minimizing the functional [30] or solving the system
of nonlinear algebraic equations [31].

Theoretical generalizations of the studies devoted to the
use of direct and indirect methods of solving the problem
of determining coordinates of existing models are presen-
ted in [32]. Analysis of the studies [30—32] shows that the
operation of square-rooting both for indirect gradient me-
thods [30] and the methods of quadratic programming with
constraints [31] causes ambiguity. A comparison of the re-
sults for direct and indirect methods presented in the applied
mathematics study [32] just confirmed the assumption of
non-singularity. The latter is a major cause of oscillations bet-
ween solution iterations and, as a consequence, an increase in
time, and discrepancies for some conditions.

Thus, the presence of a square root as a source of non-sin-
gularity is a major not solved problem and therefore the first
reason for searching for and studying other forms of represen-
tation of initial mathematical models.

Further development of systems for management of
emergencies, traffic on highways, etc., requires joint applica-
tion of geoinformation systems and mapping tools which was
substantiated and presented in [16] as a field of the current
study. The contradiction between mapping systems that
work with a continuous scale and the numerical methods of
finding coordinates [30—32] using finite increments is about
averaging of the first and second derivatives. The continuity
requirement creates the need for interpolation and as a con-
sequence generates an error.

Thus, the requirement of continuity of functions and
their derivatives and discreteness inherent in numerical
methods contradict. The latter is the second major rea-
son for finding effective applied mathematical methods for



determining coordinates of sound anomalies. However, the
practical implementation of deterministic models for solving
the mapping problem is also a problem of completeness and
solution of the quadratic equation system. As substantiated
and demonstrated in [33], its simplification implies a recur-
rent approximation of operators which will be effective for
continuous vector functions or algebraic nonlinear items of
differential models [34]. Search for the ways that can provide
fast calculations or represent values of physical quantities
by means of analytic membership functions is demonstra-
ted in [35]. The advantages of adding capabilities of the ap-
paratus of mathematical analysis demonstrated for mana-
gement problems are convincing in its reality [36] in the
presence of analytical solutions. In addition, its application
requires additional numerical and physical experiments [37]
and a special assessment of the possibilities of providing the
specified accuracy and magnitude of errors. Another way
to simplify a mathematical problem by applying indirect
methods consists in reducing it to a recurrent sequence that
allows rapid calculations [38]. However, for its practical ap-
plication, this methodology requires a concerted action: the
reformation of the model, proposal of new analytical methods
and algorithms, and study of their convergence in the course
of numerical experiments which is an unrelated task as well.

3. The aim and objectives of the study

The study objective is to develop a method that makes it
possible to determine coordinates of a sound anomaly with a
given accuracy.

To achieve this objective, the following tasks were set:

— to construct a mathematical model that relates coor-
dinates of sound anomaly according to the data of sound
series to such parameters as the speed of sound propagation
in air, the distance between microphones and their number
and location;

—to construct an approximate analytic solution of the
problem of finding coordinates of a sound anomaly for three
microphones using a scheme of linear approach and a linear
and quadratic approximation;

— to substantiate the algorithms of search by methods of
indirect and direct solution of the problem of calculating the
sound anomaly coordinate for the model form with a selec-
tion of three and four microphones;

— to conduct a numerical experiment to determine coor-
dinates of a sound anomaly with a specified accuracy.

4. Model construction and statement and solution of the
problem of determining coordinates of sound anomalies

4. 1. Description of the computerized microphone sys-
tem and a model of determining coordinates of sound
anomalies based on sound series

Let us consider a system consisting of three or four mi-
crophones and controllers. The system is capable of receiving
and recording in time audio signals previously converted
into electrical signals. Suppose that the system is provided
with channels for receiving and transmitting data from a
controller of each microphone to the processor. The latter
generates frame data for a protocol storage, prior to forming a
series from all microphones. According to a command formed
according to the algorithm, it inquires, processes and saves

the processed data in the time of recording the sound ano-
maly by individual microphones. Denote the source of sound
anomaly and the sound receiver by letters ¢ and r, respective-
ly, in the subindex. Also, denote the speed of the sound wave
propagation via v,. Under these conditions, denote the point
and coordinates of the signal receiver Mj(x,, y5, ;) in the
Cartesian coordinate system. Suppose that coordinates of the
microphone on the j-th vehicle, that is, UAV or at a stationary
surveillance station are defined at this point. Denote by #;
and ¢, respectively, the time of occurrence and recording of
the sound anomaly arising at the point C; with coordinates of
the location (x4, Y, 2:;) and recorded by the microphone at
point Mj(xy, 45, z5) in the same time recording system. Sup-
pose that the sound wave is spherical and its front is recorded
as an instantaneous impulse. Under these assumptions and
notations, reduce the original mathematical model to a sys-
tem of equations which essentially are conditions of equality
of distance between the source of sound anomaly and the
microphone which are determined by their coordinates and
the path passed by the spherical wave to that microphone.
For example, write for the case of use of three microphones:

(=) + (0, -v.) '+
Hz=z) (o 6=0)] =0
(er - x(:i )2 + (yrz - ym‘)z +
o) o] =0
(er _xni)2+ (yrS - yci)z +
»+(z,3 - zd)2 _[Un (¢, —td)]Z -0.

Such a system contains three unknown coordinates and
a fourth unknown, that is, the time of sound anomaly ap-
pearance. In essence, it can be considered as a problem with
a parameter or requiring the search for an additional fourth
equation.

(1)

4. 2. Approximate analytical solution of the problem
of finding coordinates of the sound anomaly for three mi-
crophones

The formed system (1) is nonlinear, search for its solution
is not obvious and unique. Let us explore possible ways of
the search for its solution and analyze and compare them.
To construct the approximate method, form a functional
F(xm., Yoir Zir Ly t,].), from the system (1) equations as a sum of
deviation squares:

2

-(2)

P—

xy =) (v, - va) +
F(xm,ym.,Zri,t(:i,t,j)zi 7 ci y;j Y.i

= +(er x, )2 a [Un (t,j —t, )]2

The items under the sum sign in the functional expression
are always positive because they are squares of real numbers,
that is, the values of coordinates. In addition, the error in
determining coordinates is a bounded quantity determined
by the problem content. Denote it by [Al]. Thus, formulate
the original problem (1) as a problem with a minimization
parameter with constraints:

Hlin F(xvi’yti’zui’tci’tr]"m);

XeirYeirZei

(Ax,) <[AlT; (M) <[Al]; (Az,) <[AI] 3)



Record the required condition of minimum for all sought
coordinates of a sound anomaly:
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(4)

after direct differentiation, it can be presented as follows:
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The formulated problem can be solved (including the
method of recurrent approximation) in two ways.

4. 2. 1. The solution of the problem of finding the sound
anomaly coordinates by a linear scheme of approximants
and a linear approximation

Expand the system (4) and reduce the problem (3) to
a linear system of algebraic equations using the method of
recurrent approximation [33,35] and limiting ourself by

Introduce notation of respective coefficients for incre-
ments of the sought unknowns and derive their expressions
by direct differentiation:

3,0 -2,) + (=) +
Zrt)z_[vn r1 trl :|2+

aZF 4 +3(xr2 _xni)2+(yr2 _y01)2+

a linear scheme of approximants and a linear approximation:
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and also introduce the increment for the n+1-st and n-th
approximants:

Axci = (xei )n+1 - (xci)n ’
Aym = (yri)y,.ﬂ _(yci)n ;

AZL‘i = (Zz'i )7”1 - (Zci)n .

Thus, system (4) will be transformed to an approximant
system, which will be a compact representation (5) and ra-
pidly convergent at conditions of boundedness of the second
derivatives or coefficients:

JoF
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F
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ayci
oF + a5 AY; + a3, Ny +a Az, =0.
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It is easy to simplify it by the method of exclusion if Ax,;
is first excluded:
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Next, exclude Ay,;:

oF oF
(a31a22 - 61216132) Ay~ —Qy |~
ax(i ayri
oF JoF
_(a12“21 - a11”22) Ay = —ay | *
ayfi aZei

(031‘122 — Ayl )(a1sa21 — 0403 ) -

- (312021 — Ay )(“23“31 — Ay A3y )

Az, =0.

ci

The solution of the latter makes it possible to consistent-
ly calculate increments which can be generalized for the n-th
approximation:

oF oF
(331“22 - 421032) Ay~ —Qy |~
ax(‘i ayri
Azm:i == / X
oF JoF
_(a12a21 - a11“22) Gy —dyy
ayci azci

-1

; (8)

|:(a31a22 - a21“32)(“13“21 — 0440y ) -

- (auam —ay4Qy ) (azsa31 - az1a33)

oF oF

ayy —ay + »
Ay, =- axd aym. (61126121 - a11a22) ) 9)
+(a13a21 - a“aQS)Azm-i
1
Ax,,=—— oF +a,AY, . +a,302,,,; | (10)
| o

Thus, the solution of the system will be reversed for the
following approximation:

Zytei = 2y TAZ
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or calculated as a recurrent quantity:
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Further, for the next coordinate, the following approxi-
mation is similarly given as:

yn+1,vi = ynci + Aym‘i

or through direct calculation
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The third coordinate, also in the following approxima-
tion, is calculated by coordinates of the n-th approximation:

X = xm‘i +Ax nci

n+l,ci

or by direct calculation:

1 F
. +a,AY,,; +a302,; |

i) 9
Cl

x (13)

i = Fnci

The obtained increments make it possible to check the
fulfillment of the inequality constraints in (6) and calculate
the relative errors:

x ’ Y ’ z

Xei : yci 2

If the modulus of relative error is greater than or equal
to the specified error for all three coordinates, that is (Je,/>[£]
and [e,[2[€] and |eJ>[€]), it is necessary to move on to the next
calculation of coordinates of the sound anomaly point for the
next approximation.



4. 2. 2. The solution of the problem of finding coordi-
nates of the sound anomaly by the linear scheme of ap-
proximants and a quadratic approximation

Let us expand system (4) and reduce the problem (3) to
a nonlinear system of algebraic equations using the method
of recurrent approximation [30, 32] and restricting to a linear
scheme of approximants and a quadratic approximation:
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Implementation of such a scheme assumes presence at
each iteration of the values of approximation of increments of
sought values which are zeroed at the first iteration. Expres-
sions of the third derivatives of the selected functional neces-
sary for the implementation of such a solution are as follows:
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Next, calculate other derivatives
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%,

o°’F

9 - 8[ yr1 ycz) (yrZ yu) (yrS yuz)]
aztia‘yci

o°F

5 =-8 (211_Zrz)+(212_Zri)+(zr3_zr1):|’
axa.az :
ay2az :_8[ —Z”)+(Z,,3—Z”)],
o°’F
873 = _24[(21'1 - Z(:i ) + (21'2 - Zr:i ) + (27'3 - ZL‘i ):|’

4

ci

Now, redefine coefficients of the equations in the new
system (14) as follows:

oF oF oF
bn1:7; n2:7; bnS:i;
axci azci ayci
19°F
an+111 an11 +5 2 a % A%‘nci;
1 J°F
a . .,=a — Ay
w2 = Qo T 2 Wlx. Y i
a =a,  .+— 1 as 5
n+1,13 n13 2 a “x” nci?
a =a 1783}7 5
n+1,21 n21 2 axiym nei?
19°F
iy = Gyop 9 W’ =5 A5
a =a, ,+— 1 aBF 5
n+1,23 n23 2 a 2ay“ nci?
1 o°F _
Ayii31 = Quzy gm nei?
1 O°F ,
i1z = Ay +EmAymv
19°F
Qg3 =0y +——AZ, . 15
n+1,33 n33 2 323 nei ( )

Then, taking into account notations (15), the new system
of equations (14) will take a similar form:

Ax

n+l,ci

b, +a Ty 19AY o+ o502

w11 nlei 0;

by + @y 0 A+ Ay 9+ 052

nlei 0’

b, + Ay 31X i F Uy 39 1+ 3502, = 0.

n+l,ci

but its coefficients will vary from approximation to
approximation. It should be noted that subindices n and
n+1 indicate the approximation number which means that
in all values of the functional and its partial derivatives,
coordinates of the sound anomaly and their increments are
determined namely for these approximations. Thus, the ap-
proximate solution of the problem of finding coordinates of
the sound anomaly for three microphones according to linear
scheme approximants and linear or quadratic approximation
can be combined into a single algorithm.



4. 3. Direct solution of the problem of finding the
sound anomaly coordinates

To provide a direct solution, consider the original sys-
tem (1). Simplify the solution of the original nonlinear
system (1) by reducing it to a linear one. Based on the
properties of difference between squares of two numbers and
possible combinations of two numbers of three, show the
property of representing the difference of squares as a linear
form with respect to each of the three numbers. To do this,
subtract the equation written for a similar condition of the
other microphone from the equation-condition of the signal
reaching each microphone. When realizing this, write a new
system of three equations:

aly—xl =2(x,, — 2, ), +

0 =Y =200~ Y)Y+

+20, 20— 2(2;2 - zm)zm. -

ol (t, =)ty + 1, = 26,)} =0;
aly—xt, = 2(x,, —x,)x, +

Yy =Yy = 2Y,5 = Y2 )Y+

+20, 20— 2(,27_3 - z,,Q)Zd -

_{0;2; (trB _trZ)(trB = th‘)} =0;
X —xl - 2(957_1 - x,_s)xvi +

Y =Yy = 2(Y = Ys) Y+

+2), =2 =2 (z,,1 —Z,, ) z,—

_{05 (t7'1 _trS)(tM + t73 - 2t01)} = 0

(16)

It is easy to make sure that now it is linear with respect to
the desired coordinates x, ¥, z:; of the i-th sound anomaly
and z,; is a parameter. Call it a combination-difference form.

4. 3. 1. Algorithm for direct solving a problem of three
microphones

The problem is reduced to considering the wave propa-
gation from a sound anomaly with unknown coordinates to
the receivers with known coordinates and known time of its
registration. It is also stated by the original conditions that
the computer system has three microphones. According to
these conditions, problem (1) will be represented by a system
of three equations after algebraic transformations of the com-
bination-difference form:

b t+a,x,+ayy,+a,z,=0;

by +ay X + Ay, +ay2, =0;

)

by +agx,; + sy, + sz, =0,
where the coefficients are:
2 2 2 2, 2 2
by=x, =X+ Y=Yt 2,2, -
2 .
_{vn (trQ _tri)(trZ + tr1 - 2tci)}’
_ 2 2 2 2 2 2
by =X =X+ Y=Yt 23— 2,

_{Uﬁ (tr3 Ly )(trs Ty = 2tci )}7

2 2 2 o 2 o
by =2, X+ Y Yyt 22—

_{05 (tn _trS)(tH = 2tci)};

ay = —2(36,,2 _xn); ayy = _Q(Xr:s _xrz);
a31 = _2(‘x7‘1 _‘xr3);

ayy = _2(%2 _ym); Ay = _2(%3 _.7/72);
Qs _2(%1 _yrB);

a3 = _2(27-2 _2,1)7 Ay3 = _2(27 3 _zrz)’
Q33 __Z(Zn _273)

Reduce its analytic solution after one step after exclusion
of x,; to a system of two equations:

ayb —a, b, + (021012 - a11“22)yci +

+(a,a,.,—a . a,)z. =0,
( 21713 11 23) ci (18)

ayb, —ay b+ (%1“22 - az1a32)ya +

+(a31a23 - a21a33)zui =0.

After exclusion of y;, one equation with one unknown is
obtained:

(a21b1 —a,b, )(a31a22 — 0y A3 ) -

_(a31b2 _a21b3)(a21a12 _a11a22)+

|:(az1a13 _011‘123)(@31“22 _a21a32)_:|
z,=0

_(asﬂzrs - 61216133)((1216112 - a11azz)

from which coordinates of the sound anomaly source are as
follows:

_ _|:(a21b1 —a, b, )(“31“22 — Ay Asy ) _:I

—(a31b2 —ay,b, ) (a21a12 —ayay, )

[(021013 — Ay )(61316122 — Ay Ay ) _:|_1
b

- (a:nazs - 021033)(“21012 —ayQy )
so, write the following using the first of equations (18):

a21b1 - aﬂbz +
Yi=—

+ (az1a13 —ayylyy ) 2

-1
:|(a21a12 - a11a22) ’
which in turn will yield from the first of equations (18):

1
Xi= _;(b1 +a,Y, +a132cz‘)'
1t

Thus, the direct calculation has given coordinates of
sound anomaly according to the data for three microphones.
It also should be noted that at such a system setting, its in-
dependence from the time of the sound anomaly is observed
and accuracy will be determined by the relative positioning
of microphones and the distance between them. A conclusion
can be drawn from the solution that distance between micro-
phones determines the solution error and that microphones
themselves should not be in the same plane and at the same
height. It is impossible to ensure the fulfillment of these con-
ditions for three microphones in all cases at an arbitrary loca-
tion of the sound anomaly. In the cases where the wave prop-
agation time to two microphones is practically the same or
the distance between the microphones is practically the same,
the error in determining the coordinates is greatest. To reduce



it, it is necessary to increase the number of microphones and
distance between them and change their position in space.

4. 3. 2. An algorithm of direct solution of the problem
for four microphones

The initial system is formed on the basis of equality of
distance between the source of sound anomaly and the path
passed by a spherical wave for four microphones:

>(x"1 n) (%1 yc,-)2+
- 2“')2 - [vn (¢ _tci)]Q =0

(xﬁ _xci)2+(yr2 _yci)2+
2 2
+Hz,—2z,)—|o,(t,—t;)| =0;
( r2 U) [ n( r2 2u):| (19)
(25 =2) + (95 = 9.) +
+(ZT'§ —Z; )2 - [vn (trli - tri )]l = 07
(xrzi (1) (yr4 yci)2+

+z,—2.) ~[0,(t,-1.)] =0,

To simplify the solution of the original nonlinear sys-
tem (19), it is necessary to convert it to a linear combina-
tion-difference form. To do this, subtract the equation with
a similar condition from the equation-condition of the signal
reaching each of the microphones. When implementing the
above, write:

Xty =) _Z(sz _xrl)xci +

+yfz _931 _2(yr2 _yrl)yci +
+232 _231 _2(2r2 - 21’1)251' -

—{vz(t,_Q —2td)}=0;

2 2
X =X

_tri)(trz +tr1
- Q(er - x;'Z)xci +

+y33 ~y}, - 2(%3 - y,—z)ya‘ +

+Zf3 - 232 - 2(2;-3 - 27‘2)201' -

—{05 (trS _tr2)(tr3 iy - 2t(;i)} =0;
xfi _fo - 2(x11 _xr3)x£i +

2 2

+yr1 _yr‘S _2(y1'1 _yrB)yni +

Zr23 - 2(Zr1 - Zr'ﬁi)zci -

_{03 (t1r2 - tr3 )(tﬁ + tr3 - 2tci )} = 0’

2 2
xM - xr?; - 2(xr/i - er)xci +

+231 -

+yf4 _]/33 _2(%4 _yrs)yci +
272‘3 _2(274 _ZrS)Zei -

_{0'2; (tm - trs)(tns +1,5— Ztm')} =0.

2
+z,,—

Technical implementation of the task can be reduced to
a computer system with four microphones. The model of such
a system will be represented after transformations by this
system of four equations:

b+a,x,+a,y,+a,z,+at,=0;

by + Gy X+ Aol s+ Aoz, + Ayt =0 20)
by +ayx,; +ayy, +apz, +ay,t,; =0;
byt a,x,+auy,+asz,;+ayt,=0.

/14 ci

In system (20), coefficients are equal to:

b= xfz _xf1 +yr22 _yr21 +Zf2 —Z _05 (tfz _t31);
b,= xrzs _xr22 +yr23 _yfz +2:?3 _232 —02 (tf3 _tr22);
by= X} =X} F Y~ Y+ 20— 25— 0, (tf1 _tf:a);
bs= xfz; _xfs +yf4 _%2—3 + 234 _233 _Ufl (tr24 _tfs);

X, =X,

az,=-2(z,, _21-3); 3= 2(2r4 2r3)’
Ay = _Zvﬁ(tl‘l -t )’ Ay = 2&,( - trZ);
as, = —203(t71 _t,%)’ Ay = —20,1( - tl»s)'

Its analytic solution in a single step is obtained by succes-
sive exclusions: the unknown coordinate x; is excluded first:
ay b —ay,b, + (021012 = A0y ) Yat

+(a21a13 - a11a23)zci +(az1am _a1ia2d)tci =0;

ayb, —ay by + (a31a22 — 0y, ) Yot

+ (a31a23 — Ayl ) z;t (as1az4 — 0y Ay ) t;=0;

—ayb, + (amasz - 031‘142)%1’ +

+ (a41a33 — a3l ) z;+ (“41”34 = A3 ayy ) t;=0.

ab,

The following exclusion of the coordinate y,; gives:

(a31a22 = Ay Ay )(a21b1 - aubz ) -

—ayyAyy )(a31b2 - a21b3 ) +

+|:(a31a22 - 021432)(‘121413 — 44y ) _:| 2t
- (a21a12 =044y ) (431023 - az1a33)

|:(as1azz — Ay A, )(a21a14 =y Gy ) -

0
—(a21a12 —a11a22)(a31a24 —a21a34):| c

—(61216112

—ayb, ) -
- as1b4)+

(ayas, —aya,, )(asb,
—(aya,, —a,a.,)(a,b,
{(azﬂa32 —aya,)(a,a,, - a21a33)—] .
(a3, — 3,5, (@0, — a5, |
{(a“a32 —ay,a,)(ay,a,, — aya,,) —} 0
~(ayya9, — 0, ) (a0 — aga,) |

Enter notations:

C1 = (a:nau — Ay Az )(61211)1 - a11b2 ) -

_(a21a12 —ayyAyy )(a31b2 - a21b3);



—ayb, ) -
—a31b4);

C,= (%1“32 - as1a42)(a31b2

—(a31a22 - az1a32)(a41b3

_ [(“31“22 — Ay, )(a21a13 a11a23 :|
1 _(a21a12 _a11a22)(a31a23 a21a33

D,=

amasz a31a41)(a31azs allaJJ
)
a31a22 am ;z)(am B a31a4¥)

421012 011022)(031424 421034

[asﬂzz a21“32)(“21a14 a11az4 :I

a41a32 A3y )(031%4 — Ay a3, ) _:|

a31a22 a21a32)(a41a34_a31a44) .

Then the system will be simplified to a system of two
equations with two unknowns:

C,+Dyz,+Qyt,=0;
{ 201 Q1 (21)

C,+D,z,+Q,t,=0;

from which the event registration time and coordinates of the
sound anomaly source are obtained:

C.D,-C,D+ (Q1D2 -Q,D, )tci =0;

l;= [C2D1 _C1D2](Q1D2 -Q,D, )71;
C,+Qit.
__A Q1 ci VD1 7&0,

27 o (22)
CGHQL  p 2,

2
If the denominator of the fraction becomes zero, then the
coordinate of the sound source (%, ye, 2:i) is calculated by

the expression obtained in solution of the second equation
of system (21):

G+t

ci ’
D,
ayb —a, b, +
— 71.
Yi=— +(a21a13 _a11az3)zci+ (021012 _anazz) )
+(a21a14 —a11a24)ta-

__ 1 b )
xci__ai( 1+a12?/c;+a132ci+a14lci)~
11

Conditions when the coefficient D, is zero:

(031022 - az1“32)(“21a13 —Ayy0y3 ) -

a _(“21012 _au“zz)(asﬂza _021033) 7

D= aya,,a,,a,4

T30y Ay oy + Ay sy Ay Ay

=y A3y Gy3 —

_a21a12a31a23 + a1 1a22a31a23 +
+aZ1a12a21a33 - a11a22a21a33 = 0

or

Thus, parameter Dy turns to zero for individual values of
coordinates of microphone locations which in turn blocks the
operation of the algorithm unless it is corrected by the logical
transition to another equation of system (21).

5. Conducting the numerical experiment

The data on conditions for conducting the numerical ex-
periment characterizing coordinates of the four microphones
are given in Table 1. Coordinates for the numerical experi-
ment were selected based on recommendations given in [15].

Table 2 presents additional parameters for conducting
the experiment: the time of recording an abnormal event
by microphones. Besides, coordinates of the event and its
absolute error E, iteration number 7, and total time 1 of the
calculation obtained during the experiment are presented.

Table 1

Coordinates of microphones of the computerized sound
anomaly recording system

Microphone Microphone coordinates
number X, m Y, m Zi, m
1 85 90 3
9 50 20,000 5
3 15,000 35 5
4 19,000 1,700 5

The experiment was conducted on a computerized system
capable of recording audio anomalies with four microphones.
This variant of the system from many numerical experiments
was chosen based on the need to simultaneously determine
three coordinates and time of the event. The simulation
results are presented in Table 2. Column 1 shows the experi-
ment number. Columns 2, 3, 4, 5 show the time of recording
the audio event. Coordinates of the calculated sound anoma-
ly are presented in columns 6, 7, 8, respectively. In the course
of the numerical experiment, calculations were performed
until the absolute error of 0.01 m was reached which is re-
flected in Table 2.

The calculations were continued to provide an absolute
error of 0.0001 m. These two values of n and N (total number
of iterations) are given in the ninth column by first and second
numbers, respectively, separated by a slash. The total calcu-
lation time 7 is the time for which the error reaches a value
less than the specified value of 0.0001 m. This parameter is
shown in Table 2 after the second slash in the ninth column.

The highest amount of spent time 98, 91, 158, 105 ms was
in experiments 11, 16, 17, 20, respectively. In order to reduce
cell size in Table 2 when error values were less than 0.01 m,
the value was written as 0. It should be noted that even the
largest of these values is sufficiently small (0.158 s) and capa-
ble of satisfying the requirements for operation of AMS when
solving the list of problems [1, 9, 10, 15, 16, 24—29] based on
the idea of determining coordinates of sound anomaly sour-
ces. Thus, summarizing the results of numerical simulation,
it should be added that the greater the distance between mi-
crophones, the smaller the number of iterations in the process
of finding the final result for the chosen calculation accuracy.
The placement of microphones along the perimeter of the
scanned area (a square) is optimal.



Table 2

Parameters of conditions and results of the numerical experiment

Experi- Time of event recording by i-th microphone, s Coordinate/relative error, m/m Jifgﬁtei:/ié Esﬁ:{ggﬁiﬁﬁe
ment No.

1 2 3 4 X.i/E Yi/E Zi/E n/N/t, 1/ms
1 65.369 65.579 32.76 24.567 | 20000/-0.14 | 10000/-0.4 | 2.99/0.01 12/17/20
2 80.703 55.687 59.836 | 53.777 19000/0 20000/0 29/0.1 8/16,/50
3 65.362 29.240 60.482 | 59.929 10000,/0 20000,/0 3.06/-0.06 7/29/73
4 58.571 2.7917 71.658 | 75.432 1000/0 20000/0 2.99/0.01 10/13/37
5 58.585 80.960 14.965 | 3.5871 20000/0 1000/0 2.99/0.01 13/17/10
6 39.172 39.438 34.182 | 38.190 9000,/0 10000,/0 2.99/0.01 10/15/9
7 61.975 46.325 43977 | 40.814 15000,/0 15000,/0 2.94/0.06 7/10/3
8 18.454 45.583 35.466 | 45.134 4000/0 5000/0 2.98/0.02 12/16/24
9 46.135 20.676 52.892 | 56.747 5000,/0 15000,0 2.99/0.01 9/14/34
10 43.363 60.196 14.883 | 17.605 14000/0 5000/0 2.97/0.03 8/11/5
11 29.259 63.028 14.965 | 26.528 10000,/0 1000/0 2.98/0.02 10/14/98
12 29.246 29.519 50.499 | 58.249 1000,/0 10000,/0 2.99/0.01 18/22/53
13 32.514 52.896 20.707 | 28.170 10000/0 5000/0 3/0 8/11/4
14 32.507 32.788 41.486 | 47.828 5000/0 10000/0 3/0 9/12/71
15 52.623 52.855 29.284 | 27.076 15000,/0 10000,0 2.99/0.01 8/10/3
16 52.619 32.724 46.367 | 47.192 10000/0 15000,/0 2.99/0.01 10/19/91
17 60.265 14.546 65.619 | 67.710 5000/0 20000/0 2.99/0.01 13/33/158
18 73.105 43.933 58.671 | 55.047 15000,/0 20000,/0 2.97/0.03 8/11/63
19 60.276 73.349 20.707 | 10.133 20000 5000/0 2.99/0.01 12/17/11
20 73.108 60.440 46.367 | 39.195 20000/0 15000,/0 2.99/0.01 12/17/105

the results of the studies determining coordinates of the
sound anomaly by numerical methods [9, 10, 15, 16, 27-29].

When the microphone placement is compact, the values
of their coordinates of the same name must not be the same.

In addition, the elevation of placement is always greater
than the vertical coordinate of the sound anomaly. Com-
pliance with these requirements reduces both the number of
iterations and the total time spent in calculating the sound
anomaly coordinates.

6. Discussion of results obtained in studying the
applicability of indirect and direct methods for
determining the sound anomaly coordinates

The obtained results show that the constructed model of
recording the sound anomaly of a single point of the spherical
wave’s front makes it possible to make analytical solutions
both by direct and indirect methods. Solutions of the prob-
lem of finding coordinates of sound anomaly according to
the linear approximant scheme and by linear and quadratic
approximations that were constructed and represented by
expressions (11)—(13) and (14), (15) are analytic recurrent
expressions. Their analyticity is a major advantage over

Thanks to such property as analyticity, it is relatively simple
to build an algorithm of calculating coordinates of a sound
anomaly. The difference between the current results and the
results obtained in [27-29] can be explained by the proposed
elimination of irrationality from the model composition in
the course of its formation, departure from the methods
of [30, 31] and application of the recurrent approximation
method (RAM) [33-35] for the solution. The data of numer-
ical experiments given in Tables 1 and 2 also demonstrate sta-
ble algorithm operation and good enough convergence. The
number of iterations (10—17), accuracy selected and adjusted
and total calculation time (maximum 0.158 s) privilege the
suggestions obtained.

The advantage of these results over those obtained by
direct and indirect numerical methods [30—32] based on the
Newton-Kantorovich method includes the advantages of
the RAM itself. This method eliminates the main problem
of optimization when gradient drops when approaching the
optimum point leading to a step-like growth in the algorithm
of root search.



The results of numerical experiments show that the
greatest error is made by systems in which coordinates of
microphones and sound sources are almost identical or coin-
cide. As expected from the analysis of expressions (11)—(13)
and (14), (15) and is obvious from the analyticity of solutions
can be explained by the following causes. First, under these
conditions, coefficients of the equations reduce their values
to almost zero or turn to zero. Secondly, the main determi-
nants of intermediate systems tend to small quantities, and
the difference between values of the sought coordinates in-
creases sharply from iteration to iteration since it is inversely
proportional to the result tending to zero because of the
operator action which slows down convergence of solutions.

The proposed transformation of a system of nonlinear
equations to a linear combination-difference form (16) has
made it possible to obtain a simple algorithm of finding co-
ordinates. However, since it has been reduced to the solution
of a system of algebraic equations of the first order, it has
limitations on the principal determinant of the system. The
latter leads to a limitation on the design parameters of the
microphone system, that is, the distance and location which
must be taken into account when implementing it.

As evidenced by the results of the numerical experiment
(Table 2), the way out of such a position implies the spatial
separation of microphones and an increase in their number
combined with selective data sampling to calculate the
sound anomaly coordinates. The idea of redundancy [27] and
selection can also produce new positive results when com-
bined with the solutions obtained. Therefore, the proposed
solution to the problem with four microphones is one of the
advantages of using the proposed solutions. The conclusion
drawn from an analysis of the results obtained in the nume-
rical experiment, regardless of the methods used, is as follows.
In contrast to the proposals of studies [7, 14], in order to
reduce the error, it is necessary to provide spatial separation
of microphones between themselves and relative to the plane
of two of them. This conclusion is important for practitioners
and the implementation of systems because it reduces the
number of microphones and improves the accuracy of the
coordinate determination.

However, accuracy is not regulated for direct methods.
Its value is determined by the accuracy of calculating the
coefficients and the items that do not contain unknowns.
In the cases of the orientation of the sound source to the
microphones when distances become equal, the right parts
approach zero. In this case, because of the error of recording
the time of the leading wave edge, the solutions lose the prop-
erty of unambiguity and contain an error of uncertain value
which is unadjustable.

Applying the approximate method to coordinate search
by solving the minimization problem with the involvement
of RAM makes it possible to build simple algorithms of ana-
lytical solutions. Their implementation to solve the problems
of numerical experiments quickly gives practically accurate
values of coordinates being the feature and advantage of
using the proposed method of solution. Thus, the constructed
model does not contain the flaws produced by the irrationa-
lity of the equation systems and the limitations of Newton’s
method regarding the absence of not simple roots and the
functional oscillations.

During the numerical experiments with the proposed
algorithms based on the problem solutions by direct me-
thods, it was found that the system coefficients turn to zero
at a certain coincidence of parameters. Applying the methods

of logical analysis and rules of inference to the construction
of algorithms makes it possible to avoid division by infin-
itesimal values or zero. This approach reduces the number
of iterations which in turn reduces the overall search time.
Simultaneous application of the offered algorithms of the
search for the sound anomaly coordinates and mapping tools
obviously forms the basis for the construction of automated
emergency monitoring and control subsystems [1, 15, 16].

This study drawback is its focusing on a simplified model
for which the fact of sound anomaly is considered as an in-
stant impulse without interferences and the tasks are related
to constructing the model and the aspects of constructing
solutions and algorithms of determining the anomaly coor-
dinates. However, real sound series contain an aggregate of
resulting sound images along with interferences. The choice
of types of sounds of the amplitude-frequency description
of anomaly sounds and characteristic points on them en-
ables the application of the obtained models and methods of
determining coordinates for the surveillance systems. Due
to this, the main drawback, as well as the task of further
improvement of the system, is the necessity of developing
a method of severance of the anomaly image from the aggre-
gate spectrum and recording the moment of time. The solu-
tion to this problem forms the direction of improvement and
implementation of AMS for recording and mapping of events
of general purpose.

7. Conclusions

1. The idea of propagation of spherical acoustic waves
from point sources the front of which is recorded as instan-
taneous impulses by spatially separated microphones makes
it possible to construct a mathematical model that does not
contain irrationality. The relation between coordinates of
the sound anomaly and the speed of sound propagation in
air, the distance between microphones, their number and
location are represented by recurrent systems that adjust
the set accuracy.

2. The solution of the problem of finding coordinates
of the sound anomaly by indirect methods for three micro-
phones obtained by a linear scheme of approximants and
a linear and quadratic approximation was reduced to an ana-
lytic recurrent form. Their implementation provides simple
algorithms for calculating coordinates of a sound anomaly
that are rapidly convergent with a specified or adjustable
accuracy and the number of iterations.

3. Conversion of the system of nonlinear equations to
the proposed linear combination-difference form makes it
possible to obtain a simple algorithm of searching by methods
of direct solution of the problem of calculating coordinates
of a sound anomaly in a single iteration for three and four
microphones.

4. The numerical experiment with determining coor-
dinates of a sound anomaly with a specified accuracy has
demonstrated the workability of the algorithms built for
this model by indirect and direct methods. The ability of the
algorithms to controlled adjustment of accuracy reduces the
number of iterations which is especially important for the
cases of worse convergence. The maximum total coordinate
calculation time was 0.158 s which satisfies the AMS require-
ments to speed capability. The algorithms are simple, fast
converging, with adjustable accuracy and a short calculation
time to complete convergence.
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