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Abstract. Children are using the internet more and mord, feam a younger age. This is despite the commonly
known dangers of predators. There is no policinthefinternet, nor would it be possible to instigad®arents are

in the difficult position of trying to monitor ancbntrol their children’s internet usage, when moiten than not
the children know the technology better than theyTthis can lead to either ineffective measuresneasures that
the children will deliberately circumvent for theiwvn privacy. There are also technical issues a@hatfar from
trivial. The problem of distinguishing the dialogaga child from a predator pretending to be acchslextremely
difficult. This paper presents a solution which cacurately identify threats, while satisfying thpparently
conflicting needs for safety of, and privacy fdwe tchildren.

1. Introduction

This paper looks at the problem of protecting akitdfrom on-line stalkers/predators. A recent syree1,500
children (aged 10-17) in the United States founak #pproximately 1 in 7 (13%) received unwanteduaéx
solicitations, and 34% communicated online with gleothey did not know in person (Wolak, Mitchell &
Finkelhor, 2006). This often took the form of crudevulgar comments in chat rooms - the victims evaot
bothered and handled the situation well. Howeveneswictims felt traumatised and some are targetgygfessive
online solicitations (Mitchell, K., Finkelhor & Wak. 2007). There is also a growing gap between whidren
do online, and what their parents think they aregldLemish, 2008). With the increased importanféahe
internet in all of our lives, there is more and e@ressure on children to be active on-line, anchfa younger
age. The dangers permeate almost the entire inteme change rapidly as the technology evolverer®a are ill-
equipped to protect their children through no faxdltheir own, but (partly) because while they diw up in a
society where these threats existed, they did m@t én this new form. Today’s reductions in barsieto
communication have made the problem of protecthitgicen much more complex. Children are often taugit
to talk to strangers but with the variety of sodiaferactions available today, teaching a childbtock all
communications from unknown parties would be clmgfieg to even the most technically minded parehts Ts
probably undesirable too (Wolak, Finkelhor, Mitdh&l Ybarra. 2008)

This area has understandably received a lot afitaste There is a wide variety of content-controftware
available to prevent children from accessing tllioaterial. This mainly works by blocking known URLbut also
by dynamically analysing the content. While by neams trivial, this problem is limited in that it ésly the
content being sent to the child that needs analysisse approaches do not apply to two way intienast Firstly,
blocking entire sites/protocols is not necessaliyirable as some safe use may be allowed (ortledsehild
would be motivated to try work around the block&}condly, the danger a predator poses is not mdisghjaying
unwanted material to the child, but in arrangingeeting outside the parents’ control. This can (aag) be done
without mentioning anything overtly sexual. Predsatare a danger because they can effectively mimoimal
child-to-child conversations. If nothing else, dradf could be simply copied and pasted from otlwversations
between actual children. The only difference maynbettempting to meet in person.

This paper discusses the existing approaches ioeoctild protection and the conflicting requirertseof
the parent and the child in a moderated approadat. It presents an idea for a system of anongmeview
with various options for added functionality, alomgth a justification of the system. The penultimatection
expands on the two key technical components — psgudous messaging and intelligent text analysis.

" This paper was originally published in Kierkegha®. (2009) Legal Discourse in Cyberlaw and Tra8iL.
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2. Previous Work

Existing approaches to online child protection ¢gtly fall into the following broad categories BlodReview,
Filter and Moderate. To enable the reader to befteterstand the problem domain these approacheshand
weaknesses associated with them are examined.

Blocking restricts access to protocols and appboat deemed “unsuitable”, for example peer-to-peer
(P2P) networks or Instant Messaging (IM). Operatinga simple deny/permit fashion can make blocking
something of a blunt and unwieldy tool. This ladkflexibility restricts its usefulness only to sdtions where
something must be prohibited.

Reviewing technologies vary in type and applicatiom the core ethos is to allow the parent to noorilie
child’s activity. Website histories, messaging logmails, even full replay of video conference mess maybe
recorded. This may be impractical if the child i avid internet user or in families with multipldilciren.
Reviewing also suffers from problems of privacyd@ children are particularly sensitive about theivacy and
may be tempted to circumvent the system) and tinergéion gap - parents may not be able to penejatth
lingo and slang.

Filtering may be considered a subset of blockirsgially applied to restrict access to websites cmmed
unwholesome in content. Filters generally consfsblacklisted (or whitelisted) URLs, or dynamic bking of
websites based on content - typically examiningssfor a list of proscribed keywords and phraseshiof these
methods suffers drawbacks - blacklisting often Imes content labelling, sites labelled as contajnoertain
content are blocked. Labelling is performed by Website operator (who may not be aware of the liaigel
scheme or may neglect to use it). Some providerfiltefing software manually review sites but thg an
unscalable approach and the quality of this fittgrhas been brought into question as has its dilgecature
(National Research Council. 2002).

Many internet forums use moderation to enforcesiubdit posts, and ban disruptive users, trolls and
spammers. Some child oriented forums, includingé¢hof the BBE, operate a process of pre-moderation - each
message is examined before it is posted. Moderamstrained to screen messages for signs of hgllyi
harassment, or anything that may result in a chidéhg in exposed to harm. Moderation suffers twgy ke
drawbacks - scalability, and the human bias (stibjeg.

The system proposed here addresses the issueggghigtilabove without sacrificing safety. The chilth
feel their privacy is being maintained, althoughsssges of concern are being reviewed, the contdntise
message will not seen be their parents (thus shgelthem from any embarrassment). In this regaedstystem
may be considered similar in fashion to traditiommderation - their messages may be reviewed hubyneheir
parents - but able to overcome its limitations.

3. Conflicting requirements

On-line child protection cannot be solved with teclogy alone. This paper therefore proposes asyiat uses
a combination of automation and human judgemergdognise threats. There are many potential @tfaltrying
to solve this problem. One solution might be toegparents comprehensive logs of their child’s méemnsage.
This would be giving them too much information tamage effectively, and would be a tempting target f
identity theft. If the parent has the power to cohexactly what their child does on-line, it isgsible they can
better protect them, but the controls may be ovetming. Also, children do not want to have theiivacy
violated, and will circumvent the system one waypother if it is too invasive. Even if they do matve the level
of skill necessary to circumvent the system, theylat always spend the majority of their internatgiaway from
the home (at school, library, friends, etc). So edavel of privacy for the child is needed. Simijaall access
that can be given and kept “safe” needs to be elibwt would also be naive to expect children tddanly
migrate onto a new “safe” social network, IM netiyogtc. Any solution must cater for what they athease.

4. Description

The proposed system uses existing technology as-iljering stage to create a prioritised list'sdispect’ chat
conversations. This is subsequently analysed usimgan judgement via a pseudonymous volunteer wée a@e
appropriately sanitised version of the data whioksdnot divulge the identity of the child, thusteating their
privacy.

! http://www.bbc.co.uk/chatguide/glossary/moderasbtmi
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The system works as a software client that can dentbaded and run on any PC. The primary user
(presumably a parent of at least one child), itsthd sets up the client. There are two stagésetsetup. First,
the parent must record any sensitive/personalatpie to themselves and their child. This couldude names,
addresses, email/contact info, credit card humtigsne numbers, etc. These will be used to determiren the
child may be giving inappropriate information tosttanger, but also when they are inadvertently tifléng
themselves. The data can be stored as hashed ,values least encrypted. The second part of thepsét
performed in conjunction with the child. The parestiews or “vets” all contacts the child has (ihagplications
/ platforms /networks). The parent determines Whigntacts can be considered “safe”. This should imclude
contacts the parent has/can meet in person, or khomwgh some trusted organisation/third-party.ti# very
least, contacts who neither the child nor the ganaes met should be considered unsafe. All contaetdabelled
either “safe”, “uncertain” or “blocked”.

Once setup, the client runs in the background wtherchild logs onto the computer. The client inégts
all text-based communication protocols before they presented to the user (the idea is text-bdmedsee
Section 4.8 for voice/video extension). All commuations between the child and contacts that hawn be
explicitly labelled safe by the parent continuemypéded and un-monitored. Any communications tofamch a
contact that has been labelled uncertain, or frovava contact get processed. The processing workdlawa/s:

1. Allreceived text from the contact and keystrokasif the child are stored.

2. The textis checked against a list of known probleonds/phrases (“sex”, “
meet”, etc.)

3. Other probabilistic analysis is performed (Bayesr@twork analysis, Gaussian modelling, etc.)
looking for indicators of unwanted behaviour.

4. The text is searched for any of the sensitive/peaksdata entered by the adult. If any is foundsit i
removed and noted.

5. The results from all these tests are combinedsingle weighted score.

6. The identifier for the contact (email addreSkype name, etc.) is stored as a keyed hash using the
child’s password (could be their login password).

drugs”, “would you like to

The processing is done on a section of text afnitdd size (a page), and only on communicationg/éen
the child and one contact. The client stores tliegssed logs in a list prioritised by the resuftthe analysis in
the above list (top of the list will be the highesatch with expected pattern of a predator). Aedadn the fourth
step, all sensitive/personal data will be removedhfthe log (can be replaced with a generic plalcknp Rather
than just using the data the parent entered imttial setup, a dictionary of names/local placesld also be used
to sanitise the logs. Periodically the client veéind the logs at the top of the list to anothemtliEven with the
sanitisation of personal data and replacing cortatidils with hashed values, in order to proteetghivacy of the
child, the logs will be sent over a pseudonymousvaek (Kinateder, Terdic & Rothermel, 2005). Thikoas
messages to be passed from client to client, witkeither being able to discover who the other p#styThis
works through repeated layers of encryption andimgithrough various different nodes on the netwditke idea
is to create a community of effort where parentsraviewing each others children’s logs, but iraabnymous
manner. The technology used in anonymous commumitsais described in Section 6.

The receiving client (of the logs) will be admiristd by another parent. They will be presented thith
sanitised logs and asked “Is this something themiashould be concerned with?” The reply can eitieea yes/no
button, or a scale e.g. from 1 to 10. The secomdnpaan also highlight the text of the logs tlsabbjectionable
and a specific reason, e.g. “contact trying to #d”, “inappropriate sexual content of messagéshild is
revealing personal information/identifying him/helfsor home location”. The results are returnedthe first
parent, again through the pseudonymous network.fiféieparent will be presented with only those dogtill
sanitised) where the reviewer thought there wasoblem. The particular application and time/date ba made
known to the parent, but the identity of the otbentact is still protected by the child’s passwdrbe parent can
then decide whether to list the contact as “blotkedventing any further communication, discussritegter with
their child to determine if the contact can be adttethe safe list, or leave the contact “unknownd continue
monitoring.

Figure 1 shows a typical example. In the examplere is a central server called the Match Maker tha
maintains a list of pseudonymous clients that ardiree. An adult can request the details of onenore clients
from the Match Maker. An alternative method thatiutes this information throughout the netwoskalso
possible, and discussed in Section 6. The numistegs in Figure 1 are explained below:

1. Adultl downloads software client.
2. Adultl installs client and configures settings (efs sensitive data).
3. Adultl and Child1 agree all safe contacts.
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E

Childl interacts with contacts. Communication witafe contacts continues as normal.
Communication with uncertain contacts monitored.

Monitoring consists of analysis as described irviongs list.

Suspect logs are stored in priority list basedesults of analysis.

Clientl queriedatch Maker server over pseudonymous network for list of anlitients.

Clientl selects from list and sends sanitised fogseview.

Adult2 checks sanitised logs for undesirable compation.

10 Logs returned to Clientl with rating results.

11. Adultl takes any necessary action based on feedback

©CoNoO

The most important part of the system is step Qréter to encourage good behaviour in the cliezdash
adult will only receive results from the pseudonymmetwork about their children when they havesfied a
certain amount of reviews for other clients. Thisrpotes good behaviour. This can be taken a stepefuby
enabling a reputation system at the Match MakereseiThis would record feedback from adults whoniduhe
results they received helpful. The reputation wobétied to the pseudonym and the person behimebitd
remain unknown, but they could be rewarded by bajivgn a higher priority when requesting (clients)f
reviews of their own logs, both in terms of sperd the quality of the rated reviewer.

The following section presents several variatidva thay improve the overall system, but which stidng
considered optional as they may have downsidegrdiipg on the implementation details and user reqents.
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Fig. 1 Communication flow for Pseudonymous Peeri&ev

4.1. Monitoring all communications

The client could be configured to monitor all conmmmations, including those between the child anfé sa
contacts, but with a higher threshold needed fgs ltm be stored and sent for review. This negate® rof the
privacy the child has, but is still a great dedidrethan traditional monitoring: the contact cditi be protected
with the child’s password, and only logs that haeen considered problematic get passed on to teatpét may
be appropriate for younger children.

4.2. Multiple reviewers

The client can send the logs to several other tsliéor review. This will likely reduce the time tkes for a
response, and the redundancy will give the paremeroonfidence in the results. The downside isitbeeased
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burden on reviewers. But given that there may drdya few logs sent, and they can probably be readevery
quickly, it is likely a good balance can be ach@veor example, the client sends all of the topdsito 3 different
clients (sending out 9 in total), but can only eviresults once they have reviewed 9 other logs approach
has the benefit of normalising the reviewing praceshe effect of a wildly liberal or conservatiesponse would
be brought closer to the prevailing societal atiétu

4.3. Instant reaction

Because of the human component of the review psotiesre will be a delay in the response time. @pt®on that
could be considered is that if a given log has diqdarly high score, then the client can immeeliatblock
communication with that contact and notify the &dblypassing the anonymous reviewer process. darefu
configuration would be needed to avoid too mangdalarms. Likewise, the sanitisation could be iafdphs a
filter to all out going communications, not jusetktored logs.

This may not be necessary — research indicatessp\&l Wolak. 2005) that where a victim and sex
offender met, the online relationship typicallyfeed over a month or more, from multiple converseiorhese
would likely have already being flagged, reviewed aeported to a parent.

4.4. Learning behaviour

If the feedback from the reviewers is sufficientigtailed (selection of problem words/phrases, msdor
choice), then it would be possible for the clietdsimprove their scoring/prioritisation algorithmghis could
either be done locally, or centrally at thatch Maker server. Learning at the central server could bg ve
efficient, but would introduce problems with keepisubmissions anonymous and being able to trushisgions.
Learning locally at the client would not have amvacy problems, but would have a much smallerctiele of
results to draw from and hence a slower rate ahlag.

4.5. Use of dictionary

The client could use a dictionary of common nanessdnitise the child’s logs. Certain patterns cobéd
identified, such as phone numbers, credit card musylpostcodes, etc. When the adult enters the ladadress, a
central service might be able to provide a lisalbhearby street names, local monuments, anditathat could
be used by the child to give directions. This caalikb be incorporated into the scoring mechanismedsas the
sanitisation.

4.6. Re-vetting

A good precaution would be for the adult to perdadly re-vet the child’s safe contacts. Strangeesret the only
sources of potential threats to young children, asidng the child about their relationships witbithpeers could
bring to light early warning signs.

4.7. |mper sonation prevention

The times and duration the child has been on-larelie safely stored without fear of privacy invasid/hen the
adult logs in, a simple calendar with the childsage can be graphically presented. This prevemtsrtbst
obvious circumvention method. If there are no udagers recorded for large amounts of time the pgateaws
the child was using the computer, then the paraotvs the child has circumvented the system (m&styliby
using the parent’s or another un-monitored account)

4.8. Voice/Video chats

As previously described the system is text-basédks dan be extended to voice/video, such as conyronhd in
IM products such aSkype/MSN, etc. This requires the use of Speech Recognitemhniques. This technology is
currently of limited maturity, but could potentialbe employed for keyword spotting. This will seasily into the
proposed system converting the video/audio stre#m a text document. This also adds further praecof
privacy than would be had by direct monitoring leé tideo/audio.
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4.9 Age of Children

The definition of “a child” covers a large rangeaafes and maturities. Ultimately the decision tovala child to
use the internet for chat resides with the parbatyever, a total prohibition would likely lead tsing the
technology anyway and without parental oversighe Best result is achieved when child and parerg hastrong
relationship and agree on what is, and what ipeanitted. Internet initiated grooming of pre-putegt children
is extremely rare (Wolak, et al. 2008) (Lanning,2001), partly because they are more closely sigehand
also because it is difficult to engage them in sd’xomantic conversation because of their immaturit

This system is best suited to children approachpingerty. They can be informed that (like adult®ytiare
being rewarded with privacy in return for abidingthe rules. As they enter puberty, become sexuaallgre, and
start to desire privacy they will already be familivith the system. The child would continue to thse system
until they reached a suitable level of maturityttsat it was no longer needed or they reached amtudth

Conversations of concern that are sent for moderatiould include an indication of the child’s agéis
would have a bearing on what would be deemed apiptep

5. Justification

In order for this system to work, active participatof all parties is required. The system hasbaeétely been
designed to encourage good behaviour. The childdsvated to convince the parent that his/her ctistare
trustworthy in order to have confidential commutimas. The parent is encouraged to provide meaningf
reviews, in order to get a better reputation, whidthresult in speedier replies. The process ofewing can also
be of direct benefit to the reviewing adults thelves It is educational, in that they are made avedrthe kind of
dangers that exist on-line and what their child mayexposed to. This better places them to distwesproblems
with their child and agree what is safe/acceptatibrnet usage.

The shortcomings of existing approaches to thisblera have been highlighted, and the approach
described here overcomes these issues. Conversatiorails and message board postings will be mewitby
the emerging generation of intelligent text anaysools to spot conversations of concern. Only @hes
conversations will be submitted for manual/humawmien. This process overcomes the scalability issues
associated with traditional moderation, vastly @dg the reviewer’'s workload. The community natofethe
approach also negates the cost associated withettitonal moderation model.

Any single moderator reviewing a conversation ohamn will be subject to the human condition -
bringing their own bias and prejudice into the esviprocess. Using multiple moderators for each emation of
concern will reduce the impact of any one errojudgement. For example say a conversation of conier
reviewed by a conservative individual and somedre more liberal mindset, an average of their téfsa@dback
will tend towards the centre ground. Here “centeugd” is meant as the general view of societyagd.

The moderator will be faced with the hurdle of glaamployed by children and may need assistance
interpreting the contents of some message (coni@nsaof concern). It is hoped that such informatisill be
sought from the moderator’s own children. The bisedf this will be twofold; the parent will gain better
understanding of trends, challenges and experiesficgsung people in the modern world helping thenbétter
understand their own children. From reviewing tlomtents of the messages (conversations of condttn)
parent (moderator) and child can learn first hahthe dangers that exist. This will be informatfee the parent
and can serve as a warning for the child.

6. Components

This section gives a very brief description of hitne technical aspects of the system might be impieged. This
system relies heavily on the use of pseudonymousnamications, along with the dependent technolofyy o
Distributed Hash Tables. The first subsection dessrthe work by Kinateder, et al (2005), the sdcdeals with
the work of Stoica, Morris, Karger, Kaashoek & Bailshnan, (2006) and the third describes how text
classifications are best applied to this system.

6.1 Pseudonymous Communications

In order to protect the anonymity of the child, tharent and the reviewer, a communication systeth thie
following properties is required:
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» the sender has some ephemeral/indirect knowledtieeotceiver, but not their actual address
» the receiver cannot know the address of the sender

» the receiver can reply to the sender

* no observation of the network gives any informatdsout who is communicating with whom

These are all achieved with the use of public kegrgption and intermediaries. It is assumed thetetis a
network of nodes, called mixes, capable of proogssiessages (encryption/decryption) and passing ie.
These nodes are not trusted, and while they canpdithe communications by not participating asested, it is
imperative that they learn nothing by analysing sages as they pass through. It is also assumegduhbt keys
for all parties can be readily obtained (as welihesaddresses of the mixes).

However they are stored, the public keys are usethsure that only the recipient can decrypt thesage,
but does not help in anonymously delivering the sags. Along with the public key, one or more pseydois
stored. These are created by those who want taveee@onymous communications (the recipient) anidl lvei
used by a sender. The pseudonym is a sequenced#sads of mixes, but nested in layers of encrypitiat
ensure that only the next mix can decrypt the crl@yer and they only get the address of the naxt The
further layers of encryption mean that a mix carkmaw any further destinations than the next mnd ¢hey do
not know any of the previous mixes in the chairtsithese addresses have been stripped off. Simvééddge of
the path of the route is effectively split amongithese independent entities, it would be imguledio determine
the ultimate sender and receiver for a given messatpout compromising the majority of the network.

There are other ways to increase anonymity, sendiagsages in batches to confound traffic analysis,
sender adding more mixes to the sequence to pragminhst dishonest recipients, etc. For more detsle
(Kinateder, et al. 2005). It is also preferablestore the public keys/pseudonyms in a DistributegtHTable,
rather than a single server. This is describe&ini€a, et al. 2006).

6.2. Text Classification

Traditional keyword and regular expression filtare inadequate for analysing IM and chat forum eosations.
The new generation of text mining and text analyeisls offer far superior classification abilitiegvord
frequency, word distance, word pairs (bi-grams}ebhaSemantic Analysis, term strength, term fregyanverse
document frequency (tf-idf), and term by documeatnmnes have all proven successful at extractiagufes from
textual sources. These features are subsequemniliedgo statistical modelling techniques includiBgyesian
analysis, k-Nearest Neighbour and Support Vectochitees (Tretyakov, 2004) (Conrad & Hunter, 1994)e3e
techniques have proven results in spam detectmeyrdent categorisation, authorship attribution efiormation
mining (Aas & Eikvil, 1999).

Classification techniques such as these typicatljnmare new information against known values and
categorise it accordingly. For example, a new emdilbe analysed and the result compared agalvestesult for
known spam and ham (legitimate email). This propeses a problem in the child protection domain.

In order to classify conversations as safe or uagethey need to be compared against known paddoph
and normal chat models. Constructing normal chadetmis a trivial task, constructing paedophileagtimodels
is not. To construct an accurate model access ¢éoqmhile chat logs is required. Law enforcementsdoet
typically share this information freely. Honey trapganisations such as Perverted JuSgielish chat logs from
sting operations (against paedophiles) on theirsiteb Research (Wolak, J., Finkelhor, D., Mitchél, &
Ybarra, M. 2008) indicates the in the majority ofine sexual predation the offender quickly revdafstrue age
and intentions — this tallies with the chat logsRarverted Justice. Pendar’'s (2007) work shows Blagesian
trigram analysis is effective at detecting groomf{hgsed on Perverted Justice chat logs). The apgratactices
of Perverted Justice have been called in to questi@ allegations of entrapment and poor evidgntiality
have been made (Stokley, 2008) (Salkin, 2006). A®rmsequence of this, the reliability of these dbags to
represent “real world” logs must be considered ttage The following proposes another method thay miso be
suitable - a system of thresholding.

Rather than classifying based on the results osawss matching against two categories/models (dorma
chat and suspicious), a match against a single imdgttea threshold value could be used instead.vE€wsations
would be compared against the normal chat modekettmatching closely (with a probability above aaia
threshold) would be considered normal and not bectefd. Conversations poorly matching the modelofldhe
threshold) would be marked as “uncertain” and passeto the system for evaluation by a moderatoaddition,
those conversations falling well below the thredhoight be marked for priority moderation/inspentio

2 http://perverted-justice.com
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In order for the process to work a normal chat rhedrild first need to be trained. The child’s oelichat
activities over a given time would be used to trthi@ initial model. This model will serve as baselof normal
behaviour. Once the training process is complatine conversations are compared against the mbdeing the
initial training of the model it will not be abl® flag problems. As the text classification is joske of several
tools used to identify potentially suspicious bebax, other mechanisms are still available. Key dvaratches
with known general problem phrases and scrubbingpetific personal details is still performed. Atadfurther
protect the child (and ensure a “clean” model)fheent can require that no communication with nentacts is
allowed for the period of the training. After thaitial training period there are likely to be a rhen of false
positive, especially if the training period is brid, for example, the child only converses witietr peer group
during the training of the model, a conversatiothvai parent or grandparent would be flagged as alwars. This
should be considered a period of normalisationth&sreview process records the conversation alsa fasitive,
the text of the conversation can be used to tuaénitial model.

7. Conclusions

This paper presents a concept, whereby parentfiaam “conversations of concern” reviewed anonympobsl
other parents in return for their own actions asengers. The limits of existing technical measuresrotect
children have been highlighted and it is propo$ed the system described here could help bridggapethrough
a community approach.

The merits of this idea do not come solely from tisghnology, but rather from several deliberatearew
mechanisms for the users. Children are encourageday-by-the-rules and are rewarded with privaesgrents
who are conscientious reviewers will get a bettemwof the dangers their children are exposed e tEchnology
provides the means for what would be sensitiveriédion to be shared in a safe way. Great lengdve lbeen
made to avoid anything that could be consideredarémg by the end-users. All of this is combinedstioke the
best balance between the child’s safety and the@dbm on-line.
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