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Abstract

It is very important to determine the proper or accurate sample size in any field of research. Sometimes researchers cannot take the decision that how many numbers of individuals or objects will they select for their study purpose. Also, a set of survey data is used to verify that central limit theorem (CLT) for different sample sizes. From the data of 1348 students, we got the average weight for our population of BRAC University students is 62.62 kg with standard deviation 11.79 kg. We observed that our sample means became better estimators of the true population mean. In addition, the shape of the distribution became more Normal as the sample size increased. So it is concluded that our simulation results were consistent with the central limit theorem.
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Introduction

Statistical Inference

If we want to know the average education level in Bangladesh, one way we could do that is gone, and find out the education level of every single person in Bangladesh. And then you could calculate a mean, and then we have the average educational level. But, this is extremely impractical. So instead, we just ask some people, what their education level is, and then we find out the average education level. We shall also try to figure out whether or not that value that we got from asking those people is actually accurate in terms of representing what is in the entire population. When we make calculation from the sample, we cannot be 100% sure that we are 100% right or 100% wrong, but we are going to figure out what the chances are, that we are right or wrong. To get the chances of doing error, we truly need a random sample of the population to represent our sample. The closer we get to that, the better off that we will be. But even if we get them perfectly, randomly selected there is always a chance that, by random chance, we are going to end up with some mistakes. And we are trying to minimize the chances that we are doing wrong. That is what we are all about in inferential statistics is figuring out what the chances are that we are going to be wrong. According to Cox (1958), an inference can be considered as answering the question: ‘What do these data entitle us to say about a particular aspect of the populations that interest us’. Cox (1958) also states, “Two things mark out statistical inferences. First, the information on which they are based is statistical, i.e. consists of observations subject to random fluctuations. Secondly, we explicitly recognize that our conclusion is uncertain, and attempt to measure, as objectively as possible, the uncertainty involved.”

A statistical inference carries us from observations to conclusions about the populations sampled (Cox, 1958). The main challenge is to select a representative sample. Marshall (1996) stated that the size of the sample is determined by the optimum number necessary to enable valid inferences to be made about the population. The larger the sample size, the smaller the chance of a random sampling error, but since the sampling error is inversely proportional to the square root of the sample size, there is usually little to be gained from studying very large samples Marshall (1996). Within a quantitative survey design, determining sample size and dealing with nonresponse bias is essential (Barlett et al., 2001). Holton & Burnett (1997) stated: “one of the real advantages of quantitative methods is their ability to use smaller groups of people to make inferences about larger groups that would be prohibitively expensive to study”. Then the question is, how large the sample will be taken from the population to infer about the research finding? any researchers could benefit from a real-life primer on the tools needed to properly conduct research, including, but not limited to, sample size selection (Barlett et al., 2001).

This paper will be very helpful especially for the beginners to decide their sample size initially. First of all the factors those influence the size of the sample are discussed briefly. Secondly, various formulas for determining sample are explained with examples depending on the field of study. In this paper, mainly the simplified form of
Cochran’s (1977) sample size formula for both continuous and categorical data will be taken into considerations. Besides, Krejcie & Morgan’s (1970) formula for determining sample size for categorical data will be presented as it provides identical sample sizes in all cases. Also, there are many other formulas for determining sample size but these two are the most widely used in the field of research (Barlett et al., 2001).

In addition, a set of survey data is used to verify that central limit theorem (CLT) for different sample sizes. We examined how sample data can be used to discover the truth about a population. Our population data consists of ages, weights, and heights of 1358 undergraduate students of BRAC University at Dhaka. The data are collected by the students of statistics (summer 2015) of BRAC University students for their coursework assignment. We run few simulations on this data by R programming to see if we can replicate the samples what the Central Limit Theorem tells us about sampling

Research Methods

Factors influencing sample size

One of the most burning questions in any type of quantitative survey is to determine the sample size which is a very important part of research. Spaeth (1992) describes, “Unless there is one variable that you are interested in beyond all others, this is one of the hardest questions that you can ask a survey researcher”. Spaeth (1992) also states that one answer is: “How much time or money do you have?” Another is: “It depends.” It depends on how accurate you want your estimate to be. That is the easy part. It depends on what kinds of comparisons you want to make. Peers (1996) mentioned that sample size is one of the four inter-related features of a study design that can influence the detection of significant differences, relationships or interactions. Generally, these survey designs try to minimize both alpha (α) error (finding a difference that does not actually exist in the population) and beta (β) error (failing to find a difference that actually exists in the population (Peers, 1996). There are many factors which influence the sample size including the purpose of the study, population size, the risk of selecting a “bad” sample, and the allowable sampling error (Israel, 1992). Miaoulis & Michener (1976) described that in addition to the purpose of the study and population size, three criteria usually need to be specified to determine the appropriate sample size: the level of precision, the level of confidence or risk, and the degree of variability in the attributes being measured. Each of these criteria is elaborated shortly below. It has to be mentioned that sample size also depends on the type of data to be collected, size of the population, time and budget except the three factors mentioned earlier.

Precision or accuracy (Margin of error)

As sample deals with a part of a population, one must accept a risk of being wrong when inferring something about a population based on the basis of sample information. This is why before taking a sample; one should identify the amount of risk to be allowed (or willing to take). This amount of risk directly relates to the size of the sample.

The risk is specified by two interrelated factors: the precision (reliability) range desired and the confidence level. According to Johnson (1959) sampling error or the precision of a sample, result is meant how closely we can reproduce from a sample the results which could be obtained if a complete count of the population were made under the same conditions. Johnson (1959) also states that the difference between the sample result and the true value (population parameter) is called the accuracy of the sample survey which is also known as precision that is most frequently measured. Thus precision is the maximum allowable error expressed in percentage when the sample is taken. This implies the maximum allowable difference between the sample estimate (which is supposed to calculate from the sample) and the true population value. In other words, this is the maximum allowable sampling error. If the difference is reduced, the level of desired precision or accuracy will be higher. Or if the difference widens, the level of desired precision or accuracy will be lower. Thus, 1% precision is greater than the 5% precision as in 1% precision the difference (error) is lesser than the 4% precision. This is why for getting a high degree of precision (accuracy), it is required larger sample size than the relatively low degree of precision (accuracy).

Precision is denoted by ‘E’ which means sample estimate will be within ±E% of the population parameter Precision level of 5% means that the actual value of the population (parameter) lies within an interval (+0.05 or −0.05) around the sample estimate. Thus, if a researcher finds that 70% of students of a university in the sample have adopted are commended practice of using English language a method of communication in the campus with a precision rate of ±5%, then the researcher can conclude that between 65% and 75% of students in the population (that is all the students) have adopted the practice. Precision is also known as margin of error.
The general rule relative to acceptable margins of error in educational and social research is as follows: For categorical data, 5% margin of error is acceptable, and, for continuous data, 3% margin of error is acceptable (Krejcie and Morgan, 1970). Most survey organizations use 3%, 5% or 10% precision level as the minimum. If there are too many variables in a research study, the researcher must make decisions as to which variables will be incorporated into formula calculations. Cochran (1977) addressed this issue by stating that “One method of determining sample size is to specify margins of error for the items that are regarded as most vital to the survey. An estimation of the sample size needed is first made separately for each of these important items”. Researchers may increase these values when a higher margin of error is acceptable or may decrease these values when a higher degree of precision is needed (Barlett et al., 2001).

More commonly, there is a sufficient variation among the sample size n’s so that we are reluctant to choose the largest, either from budgetary considerations or because this will give an over-all standard of precision substantially higher than originally contemplated. In this event, the desired standard of precision may be relaxed for certain of the items, in order to permit the use of a smaller value of the sample size n (Cochran, 1977). “The precision of the results procured from the sample survey is contingent not only on the size of the sample but also on other aspects of the sample design, such as the way the sample is chosen and the process of calculating the estimates from the survey results” described by Johnson (1959).

**Level of Confidence Interval (CI)**

The confidence level means, how much we are confident that the sample estimate is as accurate as we desired. The confidence or risk level is based on ideas encompassed under the Central Limit Theorem (Israel, 1992). Central Limit Theorem states that when a population is repeatedly sampled, the average value of the attribute obtained by those samples is equal to the true population value and distributed normally about the true value (Israel, 1992). To minimize the risk one should have high confidence. This risk is reduced for 99% confidence levels and increased for 90% (or lower) confidence levels. In most cases, the 95% confidence level is specified. The 99% confidence level (an alpha level of .01) may be used in those cases where decisions based on the research are critical and errors may cause substantial financial or personal harm, e.g., major programmatic changes (Barlett et al., 2001). If a 95% confidence level is chosen, 95 out of 100 samples will have the true population value within the range of precision specified earlier (Israel, 1992). Thus, the desired 3% precision with 95% confidence interval means that we are 95% confident to get 3% precision that is we 95% confident to make maximum 3% error when we will take the sample size. For the most common confidence levels 90%, 95% and 99% of the Z Scores are 1.645, 1.96 and 2.57 respectively.

**Degree of Variability**

The distribution of attributes or characteristics in the population is known as the degree of variability in the attributes being measured (Israel, 1992). The desired attributes or a character in the population also is an important factor for determining the sample size. For the more variability in the population, which is known as heterogeneous population, the larger sample size is required to obtain a given level of precision. On the other hands, the smaller sample size is needed when there is less variability (more homogeneous) in a population. Usually, the variability is measured by the variance. The estimation of the variance of the primary variables of interest is very important for calculating the sample size as the researcher does not have direct control over variance and must incorporate variance estimates into research design (Barlett et al., 2001). There are four ways Cochran (1977) of estimating population variances for sample size determinations: (1) take the sample in two steps, and use the results of the first step to determine how many additional responses are needed to attain an appropriate sample size based on the variance observed in the first step data; (2) use pilot study results; (3) use data from previous studies of the same or a similar population; or (4) estimate or guess the structure of the population assisted by some logical mathematical results. The first three ways are logical and produce valid estimates of variance. However, in many educational and social research studies, it is not feasible to use any of the first three ways and the researcher must estimate variance using the fourth method.

When estimating the variance of a categorical (proportional) variable such as gender, Krejcie & Morgan (1970) recommended that researchers should use 0.50 as an estimate of the population proportion. This proportion will result in the maximization of variance, which will also produce the maximum sample size. This proportion can be used to estimate variance (0.25) in the population.
Sample size for estimating Proportion (or percentage)

(Population N is large or unknown)

Standard textbook authors and researchers offer tested methods that allow studies to take full advantage of statistical measurements, which in turn give researchers the upper hand in determining the correct sample size (Barlett et al., 2001). If the population size N is large (or unknown), the first approximation developed by Cochran (1977) of minimum sample size \( n_0 \) is needed to estimate a population proportion \( p \) to within the margin of error \( E \) at 100(1−\( \alpha \))% confidence is:

\[
n_0 = \frac{\hat{p}(1-\hat{p})Z_{\alpha/2}^2}{E^2}
\]

The number \( Z_{\alpha/2} \) is the tabulated value of \( z \) (for standard normal distribution) is determined by the desired 100(1−\( \alpha \))% level of confidence. To say that we wish to estimate the population proportion to within a certain number of percentage points means that we want the margin of error ‘\( E \)’ to be no larger than that number (expressed as a proportion).

In planning studies, investigators should also consider attrition or loss to follow-up. The formula above gives the number of participants needed with complete data to ensure that the margin of error in the confidence interval does not exceed \( E \).

Note that ‘\( p \)’ may be actual (from census) or estimated from the past experience. The formula for estimating how large a sample to take contains the number \( \hat{p} \), which we know only after we have taken the sample. There are two ways out of this dilemma. Typically the researcher will have some idea as to the value of the population proportion \( p \), hence of what the sample proportion \( \hat{p} \) is likely to be. For example, if last month 37% of all voters thought that state taxes are too high, then it is likely that the proportion with that opinion this month will not be dramatically different, and we would use the value 0.37 for \( \hat{p} \) in the formula.

The second approach to resolving the dilemma is simply to replace \( \hat{p} \) in the formula by 0.5 (Krejcie & Morgan, 1970). This is because if \( \hat{p} \) is large then \( 1-\hat{p} \) is small, and vice versa, which limits their product to a maximum value of 0.25, which occurs when \( \hat{p}=0.5 \).

Example: In the absence of estimated proportion \( p \) we assumed that the estimated population proportion \( p \) is 50% i.e. \( p=0.50 \), and for 95% confidence level the value of \( z=1.96 \) and 4% margin of error \( E=4\%=0.04 \) we need a sample size:

\[
n_0 = \frac{(1.96 \times 0.50)}{0.04}^2 = 600
\]

For \( E=5\% \), \( n_0 = 385 \) and for \( E=6\% \), \( n_0 = 267 \) and so on. As margin of error ‘\( E \)’ increases sample size ‘\( n \)’ decreases.

The sample size for estimating Proportion (N is known and small)

If we know or can estimate the population size \( N \), which is small, first of all, we calculate an initial sample size \( n_0 \) as before. Then the final sample size ‘\( n \)’ which is more precise is calculated as (Cochran, 1977)

\[
n = \frac{n_0}{1+\frac{n_0}{N}}
\]

Example: In the absence of estimated proportion \( p \) we assumed that the estimated population proportion \( p \) is 50% i.e. \( p=0.50 \), and for 95% confidence level the value of \( z=1.96 \) and margin of error \( e=4\%=0.04 \) then we need an initial sample size:

\[
n_0 = \frac{(1.96 \times 0.50)}{0.04}^2 = 600
\]

If we know the population \( N = 2000 \) then the final sample size \( n \) which is calculated as

\[
n = \frac{600}{1+\frac{600}{2000}} = 462
\]
If \( N = 5000 \), \( n = 538 \)

Note: For a big population the difference between \( n_0 \) and \( n \) is negligible but for a small population the difference is appreciable.

**Minimum Sample Size for Estimating a Population Mean (Continuous Data)**

If the population size \( N \) is large (or unknown), the minimum sample size \( n_0 \) is needed to estimate a population mean \( \mu \) within the margin of error \( E \) at \( 100(1-\alpha) \% \) confidence is (Cochran, 1977)

\[
n_0 = \frac{z^2 \sigma^2}{E^2} \text{ (rounded up)}
\]

Where, \( \sigma = \text{population standard deviation} \)

1) \( \sigma \) may be actual or is estimated from the past experience. If \( \sigma \) not available, one could take a preliminary sample size, \( n \geq 30 \) to provide an estimate of \( \sigma \).

2) If \( \sigma \) cannot be guessed at all or estimated otherwise, a rule of thumb for estimating \( \sigma \) is to take one-sixth of the range of the values the researcher expects. If researcher expects that mean age will be between 30 to 35 years then an estimate of \( \sigma \)

\[
\sigma = \frac{1}{6}(35-30) = 0.83
\]

1) The estimated \( \sigma \) can be considered as \( \sigma = 0.5 \) (Krejcie & Morgan, 1970)

2) According to Israel (1992) “The disadvantage of the sample size based on the mean is that a "good" estimate of the population variance is necessary. Often, an estimate is not available. Furthermore, the sample size can vary widely from one attribute to another because each is likely to have a different variance. Because of these problems, the sample size for the proportion is frequently preferred.”

3) Adjusted Sample size: If the population size \( N \) is known or not negligible (Cochran, 1977), the required sample size for estimating the population mean will be

\[
n = \frac{n_0}{1 + \frac{n_0}{N}}
\]

**A Simplified Formula for Proportions**

Yamane (1967) provides a simplified formula to calculate sample sizes. This formula was used to calculate the sample sizes in Tables 1 and 2 and is shown below. A 95% confidence level and \( p = 0.5 \) are assumed

\[
n = \frac{N}{1 + N(E^2)}
\]

<table>
<thead>
<tr>
<th>Size of Population(N)</th>
<th>Sample Size (n) for Precision (E) of:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>±3%</td>
</tr>
<tr>
<td>500</td>
<td>A</td>
</tr>
<tr>
<td>600</td>
<td>A</td>
</tr>
<tr>
<td>700</td>
<td>A</td>
</tr>
<tr>
<td>800</td>
<td>A</td>
</tr>
<tr>
<td>900</td>
<td>A</td>
</tr>
<tr>
<td>1,000</td>
<td>A</td>
</tr>
<tr>
<td>2,000</td>
<td>A</td>
</tr>
<tr>
<td>3,000</td>
<td>A</td>
</tr>
<tr>
<td>4,000</td>
<td>A</td>
</tr>
<tr>
<td>5,000</td>
<td>A</td>
</tr>
<tr>
<td>6,000</td>
<td>A</td>
</tr>
<tr>
<td>7,000</td>
<td>A</td>
</tr>
<tr>
<td>8,000</td>
<td>A</td>
</tr>
<tr>
<td>9,000</td>
<td>A</td>
</tr>
</tbody>
</table>
### Table 2
Sample size for small population

<table>
<thead>
<tr>
<th>Size of Population(N)</th>
<th>±5%</th>
<th>±7%</th>
<th>±10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>81</td>
<td>67</td>
<td>51</td>
</tr>
<tr>
<td>125</td>
<td>96</td>
<td>78</td>
<td>56</td>
</tr>
<tr>
<td>150</td>
<td>110</td>
<td>86</td>
<td>61</td>
</tr>
<tr>
<td>175</td>
<td>122</td>
<td>94</td>
<td>64</td>
</tr>
<tr>
<td>200</td>
<td>134</td>
<td>101</td>
<td>67</td>
</tr>
<tr>
<td>225</td>
<td>144</td>
<td>107</td>
<td>70</td>
</tr>
<tr>
<td>250</td>
<td>154</td>
<td>112</td>
<td>72</td>
</tr>
<tr>
<td>275</td>
<td>163</td>
<td>117</td>
<td>74</td>
</tr>
<tr>
<td>300</td>
<td>172</td>
<td>121</td>
<td>76</td>
</tr>
<tr>
<td>325</td>
<td>180</td>
<td>125</td>
<td>77</td>
</tr>
<tr>
<td>350</td>
<td>187</td>
<td>129</td>
<td>78</td>
</tr>
<tr>
<td>375</td>
<td>194</td>
<td>132</td>
<td>80</td>
</tr>
<tr>
<td>400</td>
<td>201</td>
<td>135</td>
<td>81</td>
</tr>
<tr>
<td>425</td>
<td>207</td>
<td>138</td>
<td>82</td>
</tr>
<tr>
<td>450</td>
<td>212</td>
<td>140</td>
<td>82</td>
</tr>
</tbody>
</table>

In addition, an adjustment in the sample size may be needed to accommodate a comparative analysis of subgroups (e.g., such as an evaluation of program participants with nonparticipants).

a) **Sudman (1976)** suggests that a minimum of 100 elements is needed for each major group or subgroup in the sample and for each minor subgroup, a sample of 20 to 50 elements is necessary.

b) When the attribute is present 20 to 80 percent of the time (i.e., the distribution approaches normality) that 30 to 200 elements are sufficient said by Kish (1965).

c) On the other hand, skewed distributions can result in serious departures from normality even for moderate size samples (Kish, 1965). Then a larger sample or a census is required.

d) Frequently, researchers will add a buffer of 5-20% to the necessary sample sizes to achieve a desired level of power to allow for some dropout/non-participation. The sample size also is often increased by 30% to compensate for nonresponse (Israel, 1992).

e) In telephone and face-to-face interviewing, response rates of 70 to 80 percent are common. Response rates to self-administered surveys range much more widely than this, although it is possible to achieve a response rate of 70 percent or even higher (Spaeth, 1992).

f) To correct for the difference in design, the sample size is multiplied by the design effect (diff) which range is 1 to 2

g) For more complex designs, e.g., stratified random samples, must take into account the variances of subpopulations, strata, or clusters before an estimate of the variability in the population as a whole can be made (Israel, 1992).

h) **Israel (1992)** describes that virtually the entire population would have to be sampled in small populations (e.g., 200 or less) to achieve a desirable level of precision. As A census eliminates sampling error and provides data on all the individuals in the population. In addition, some costs such as questionnaire design and
developing the sampling frame are "fixed," that is, they will be the same for samples of 50 or 200 (Israel, 1992).

Sample size in general (Qualitative) used in Survey

Let us determine the sample size by using a sound statistical formula for the first stage sampling. The calculation of sample size is complicated by the fact that some of the factors vary by indicators. To calculate the proper sample size, using the appropriate mathematical formula, several factors be specified and values for others be assumed or taken from previous or similar surveys. The following formula is used to calculate the sample size:

\[
n_0 = \frac{\hat{p} \times (1 - \hat{p}) \times z^2 \times (R) \times (\text{deff})}{E^2}
\]

Where:

a) \(n_0\) is the required sample size, for the key indicator
b) \(\hat{p}\) is the predicted or anticipated prevalence for the indicator being estimated. When prevalence for the indicator is unknown is replaced by \(\hat{p}=0.5\) in the formula. This is the most conservative estimate, since it gives the largest possible estimate of \(n\)

c) The value of \(z_{\alpha/2}\) is 1.96 to achieve the 95 per cent level of confidence and the value of \(z_{\alpha/2}\) is 2.57 to achieve the 99 per cent level of confidence.
d) \(R\) is the factor necessary to raise the sample size by 5 to 20 percent for non-response
e) The sample size is multiplied by the design effect (deff) which range from 1 to 2 if a multi-stage sampling is done instead of a simple random sample.
f) \(E\) is the margin of error (level of accuracy) to be tolerated at the given percent level of confidence. The higher value of ‘\(E\)’ will yield lower sample size and a smaller value of ‘\(E\)’ will yield higher sample size.
g) If the population size \(N\) is known or not negligible (Cochran, 1977), the required sample size \(n_0\) will be adjusted to get the final sample size \(n\) as follows:

\[
n = \frac{n_0}{1 + \frac{n_0}{N}}
\]

Results and Analysis

A case study: How sample data can be used to discover the truth about a population

We will examine how sample data can be used to discover the truth about a population. Our population data consists of ages, weights, and heights of 1358 undergraduate students of BRAC University at Dhaka. The data are collected by the students of statistics (Summer, 2015) of BRAC University students for their coursework assignment. We will run few simulations on this data to see if we can replicate what the Central Limit Theorem tells us about sampling. We are pretending that we don't know the "true" population parameters, but in fact, we do. We will use ‘R’ programming for our data analysis and simulation.

Central Limit Theorem

The central limit theorem (CLT), one of the most important theorems in statistics, implies that under most distributions, normal or non-normal, the sampling distribution of the sample means will approach normality as the sample size increases (Hays, 1994). One of the simplest versions of the theorem says that it is a random sample of size \(n\) (say, \(n\) larger than 30) from an infinite population, finite standard deviation, then the standardized sample mean converges to a standard normal distribution or, equivalently, the sample mean approaches a normal distribution with mean equal to the population mean and standard deviation equal to standard deviation of the population divided by the square root of sample size \(n\) (Arsham, 2005). Without the CLT, inferential statistics that rely on the assumption of normality (e.g., two sample t-test, ANOVA) would be nearly useless, especially in the social sciences where most of the measures are not normally distributed (Micceri, 1989). It is often suggested that a sample size of
30 will produce an approximately normal sampling distribution for the sample mean from a non-normal parent distribution.

There is little to no documented evidence to support that a sample size of 30 is the magic number for non-normal distributions. Arsham (2005) claims that it is not even feasible to state when the central limit theorem works or what sample size is large enough for a good approximation, but the only thing most statisticians agree on is “that if the parent distribution is symmetric and relatively short-tailed, then the sample mean reaches approximate normality for smaller samples than if the parent population is skewed or long-tailed”. It seems that “normality is a myth; there never was, and never will be, a normal distribution” (Geary, 1947). Still, normality is an assumption that is needed in many statistical tests. Determining the best way to approximate normality is the only option since true normality does not seem to exist. This theorem, also described briefly below, only implies that the sampling means are approximately normally distributed when the sample size is large enough. Micceri (1989) suggests conducting more research on the robustness of the normality assumption based on the fact that real-world data are often contaminated.

Observing the Population

We found that the average weight for our population of BRAC University students (1358 students) was 62.32 kg with standard deviation 11.79 kg. The shape of weights of the students can be visualized from the following histogram (Fig 1):

![Fig 1. Histogram of weights](image)

From the Fig. 1, we can say that the weights of the students are not normally distributed which is slightly positively skewed.

Observing the Sampling Distributions

We drew 1000 samples of sizes n=15, n=30 and n=50 respectively from our population of students' weights. Then we calculate mean of each sample of sizes 15, 30 and 50; and got the following histograms (Fig. 2) of 1000 sample means for three different sample sizes:

![Fig 2. Histogram of weights for different sample sizes](image)
Later we calculate the mean and standard deviation of 1000 sample means for the sample size n=15, n=30 and n=50 respectively. The variability of the sample means is predicted by the standard error (SE), which is obtained by dividing the population standard deviation by the square root of the sample size. The results of the sampling distribution for each sample size are summarized below table 3:

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Sample</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=15</td>
<td>n=30</td>
</tr>
<tr>
<td>Mean</td>
<td>62.22</td>
<td>62.27</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>3.047</td>
<td>2.16</td>
</tr>
<tr>
<td>Standard error</td>
<td>3.045</td>
<td>2.153</td>
</tr>
</tbody>
</table>

According to the Central Limit Theorem (CLT) as sample size increases the sampling distribution becomes more normal, the mean of the sampling distribution will be same as the population mean; and the variability of the sample means is predicted by the standard error (Arsham, 2005) which will be less variable as the sample size increases. As James & Berg Sjef (2002) stated that the sample size is inversely related to the variability of sample means: the greater the sample size, the narrower the range of sample means.

From the above table (Table 3) of the sampling distribution, we can say that the sample means of weight is approximately same as the population means (62.32 kg) for all three sampling distributions and the size of standard error decreased as the sample size increased from 15 to 50.

It is also observed from the histograms (Fig. 2) of sampling means which are derived by the simulation that the if the sample size increase the shape of the sampling distribution will tend to be Normal no matter what the shape of the population.

**Conclusion**

From the data of 1348 students, we got the average weight for our population of BRAC University students is 62.62 kg with standard deviation 11.79 kg. We found that that the weights of the students are not normally distributed which is slightly positively skewed. We drew samples of different sizes from our population to simulate the Central Limit Theorem. The simulation was done in 100 times with R programming. The sample means of weight is approximately same as the population means (62.32 kg) for all three sampling distributions and the size of standard error decreased as the sample size increased from 15 to 50. As we increased the size of our sample from 15 to 50, the sample means to become less variable and tended to cluster more tightly around the true mean. In other words, our sample means became better estimators of the true population mean. In addition, the shape of the distribution became more Normal as the sample size increased. So it is concluded that our simulation results were consistent with Central Limit Theorem (CLT).
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