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Regionally Gradient Efficient actuators and Sensors

Soraya Rekkab

Abstract— In this paper, we introduce and characterize the
notions of regional gradient remediability and regionally
gradient efficient actuators. We study their relationship with
regional gradient controllability and sensors. As an application,
we consider the case where the domain is one and two
dimension.

Index Terms—Efficient actuators, gradient controllability,
gradient remediability, sensors.

I. INTRODUCTION

Systems analysis concerns a set of concepts that leads to a
better knowledge and understanding of the system and their
evolution. One of the most important concepts is the
remediability, which consists in studying the existence of a
convenient operator (efficient actuators) ensuring
compensation of any disturbance acting in the considered
systems. This problem, particularly motivated by pollution
problems, has been introduced and studied first for a class of
parabolic systems in the case of finite time horizon [1] and
there for hyperbolic systems [2]. After, it was largely
developed for other situations (boundary actions of
disturbance, regional, regional asymptotic,
enlarged and enlarged asymptotic cases) [3-7]. Subsequently,
motivated by practical
remediability was extended to the gradient remediability for
parabolic systems [8].

Since the importance of the so-called regional analysis, we

have extended the gradient remediability to the regional case.

asymptotic,

applications, the concept of

This paper is organized as follows: In the second paragraph,
we start by presenting the problem statement. Then, we
introduce the definitions of the new notions of exact regional
gradient remediability and weak regional gradient
remediability and their characterizations.

By analogy with the relation between the gradient
remediability and the gradient controllability examined in
previous work [8], it is then natural to study, in the paragraph
3, the relationship between the regional gradient
remediability and the regional gradient controllability. We
show that the regional gradient remediability is weaker and
more supple than the regional gradient controllability of the
parabolic systems, that is to say, if a parabolic system is
regionally gradient controllable, then it is regionally gradient
remediable.

In paragraph 4, we give a characterization of regional gradient
remediability, which shows that the regional gradient
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remediability of any parabolic system may depend on the
structure of the actuators and sensors. Then we introduce and
we characterize the notion of regionally gradient efficient
actuators. The paragraph 5 is consecrated to the applications
in one and two space dimension.

II. REGIONAL GRADIENT REMEDIABILITY

A. Problem Statement and definitions:

Let Q be an open and bounded subset of
IR" ((n=1,2,3) with a regular boundary 6Q. Fix 7>0
and let denoted by Q =Qxb,T[, > =0Qx b,T[.

Consider the system described by the parabolic equation

g_y(x,t): Ay(xt)+ Bult)+ f(nr) 0
(D

where A is a second order linear differential operator,
which generates a strongly continuous semi-group

(S(t)),zo on the  Hilbert space L(Q) . (S (t)),20 is
considered for the adjoint semi-group of (S (t ))QO .

Be /(U,X)uel’(0,T;U) where U is a Hilbert
space representing the control space and X = H, (Q) the
state space. The disturbance term f eLZ(O,T;X ) is

generally unknown.

The system (1) admits a unique
yec(0.T;H(Q)NC'(0,T; (Q)) [9] given by

solution

t I3

v ()= S()y" + .[ S(e— )Bu(s)ds + j S(t— )f (s)ds

Remark .1
The disturbance function f has a support that can be, in

practical applications, a part @ of the domain Q (a) c Q).

For @wcf€) an open subregion of Q with positive
Lesbegue measure, we consider the operators

7. (LQ) - (@)

Y=,
and
7., (Q)> L(0)
Y= Yo
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while their adjoints, denoted by . and }, respectively, are

defined by
7L ) - @)
y on®
YAy 2{0 on Q\w
and
7,:L(0)»>L(Q)
— y onw
Y XY ={() on Q\w

Consider also the operator V defined by
ViH(Q)-(L(Q))

yovy=|2y Oy 9y
ox, 0Ox, ox,

while V' its adjoint operator.
The system (1) is augmented by the regional output
equation

2, (0)=Cy,Vy, () @
where Ce & ((Lz(a)))l,O), O is a Hilbert space (observation
space). In the case of an observation on [O,T] with ¢ sensors,

we take generally O=IR" .

In the autonomous case, without disturbance ( f =0)

and without control (% =0) the regional observation on
[O,T] is given by

25,(1)=Cz,VS(1)y’
It is then normal. However, if f#0 and u=0 the
observation is particularly disturbed on @ .

The problem consists to study the existence of an input
operator B (actuators), with respect to the output operator
C (sensors) only on a given subregion @ , @ Q) ,

ensuring the gradient compensation at finite time I , of any
disturbance acting on the system, that is

For any fel’ (O, T;X), there exists u € L’ (O,T;U) such
that

22, (6)=Cy, VS(T)y’
this is equivalent to
Cy VHu+Cy VFf =0
where H and F are two operators defined by

H:I0,T;U)— X

T

w > Hu = j ST — s )Buls s

0

v
Ngxl}i_c_n

F:(0,T;X)—> X
f—Ff= .[S(T—s)f(s)ds

This leads to the following definitions
Definition .1

1- We say that the system (1) augmented by the output
equation (2) is exactly regionally @ -gradient f -

remediable on [O,T] , if there exists a control

u € I*(0,T;U) such that
Cy,VHu +Cy VFf =0

2- We say that the system (1) augmented by the output
equation (2) is weakly o -gradient f - remediable on
[O,T], if for every &£>0, there exists a control

ue LZ(O,T;U) such that
|Cx,VHu+Cy, VFf],, <0

3-We say that the system (1) augmented by the output
equation (2) is exactly (resp. weakly) o -gradient

remediable on [0,T], if for every f e I2(0,T;X) the
system (1)—(2) is exactly (resp. weakly) o -gradient
f - remediable on [O,T].

B. Characterizations

We can characterize the notions of exact regional gradient
remediability and of weak regional gradient remediability by
the following propositions
Proposition .1

Let fe*(0.T;X)
1-The system (1) — (2) is exactly @ -gradient f -
remediable on [O,T] if and only if
Cy,VFf eIm(Cy,VH)

2-The system (1) — (2) is weakly @ -gradient f -
remediable on [O,T] if and only if

Cy VFf e Imi Cy, VH)
Proof

1-We assume that the system (1) — (2) is exactly
o -gradient f - remediable on [O,T] , then there exists

uel’ (0, T; U) such that
Cy,VHu+Cy VFf =0
Cy,VFf =—Cy VHu=Cy VH(-u)=Cy, VHu,

with (”1 = —u)
Cy VFf eImCy, VH .

u, € 2(0,T;U) then

Conversely, we assume that Cy VFf elmCy, VH ,

then  there  exists wuel’ (O, T.U ) such  that
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Cy VFf =Cy VHu that is Cy VFf —Cy,VHu=0 this
gives Cy,VFf +Cy,VH(-u)=0.

Weput u, =—u e LZ(O,T;U) where the system (1) — (2) is
exactly @ -gradient f - remediable on [O,T].

2-We assume that the system (1) — (2) is weakly
o -gradient f - remediable on [O,T] ,then

Ve >0,3ue’(0,T;U) such that

||C Y. VEf +C ;(MVHu”W <¢ , thatis to say
Ve>0,que Lz(O,T;U) such that

|y VEf —Cy VH(-u)|,. <&.

Weput u, =—ue LZ(O,T;U), then
Ve>0,3u, el’ (O,T;U) such that
||C;((UVFf - C;((UVHul"W < ¢, this gives
Cy VFf €Im(Cy,VH).

Conversely, we assume that Cy VFf € W, then
Ve >0,3u, € I*(0,T;U) such that

|Cx,VEf —Cx,VHu, <¢.

Weput u,=—ue LZ(O,T;U), then

Ve >0,3u e [*(0,7;U) such that

||C v, VEf +C,{{UVHM||W <& where the system (1) — (2) is
weakly @ -gradient f - remediable on [O,T].
Proposition .2
1-The system (1) — (2) is exactly w -gradient remediable
on [O,T] if and only if
ImCy VF cImCy VH

2-The system (1) — (2) is weakly ® -gradient remediable
on [O,T] if and only if

ImCy VF cImCy VH
Proof

1-We assume that the system (1) — (2) is exactly

@ -gradient remediable on [O,T] then Vf eLZ(O,T;X )
the system (1) — (2) is exactly w -gradient f - remediable
on [O,T] and from the Proposition .1, we have,
Vf e *(0,T;X): Cy,VFf eImCy,VH , this gives

ImCy VF cImCy VH

Conversely, we assume that

ImCy VF cImCy, VH and we show that the system
(1)—(2) is exactly o -gradient remediable on [O,T]. Let
fel’(0,T;X) then Cy,VFf eImCy,VF

since ImnCy VF c ImCy VH we have

v
N(‘:Xlug(?‘ll

Cy VFf eImCy, VH then there exists

ue}(0,T;U) such that Cy,VFf=Cy,VHu that is
Cy VFf —Cy VHu =0 this gives

Cy VFf +Cy VH(~u)=0

We put u, =—ue LZ(O,T;U) where the system (1) — (2) is

exactly o -gradient remediable on [O,T].

2-We assume that the system (1) — (2) is weakly
o -gradient remediable on [O,T] . then
erLz(O,T;X) the system (1) — (2) is weakly
 -gradient f - remediable on [O,T] and from the
Proposition .1, we have, Vf eLz(O,T;X )

Cy VFf eImCy VH , this gives
ImCy, VF cImCy VH

Conversely, we assume that ImCy, VF cImCy, VH and

we show that the system (1) — (2) is weakly  -gradient
remediable on [O,T].

Let fel’(0.7;X) then Cy,VFfelmCy,VF since
ImCy,VF cImCy,VH then Cy,VFf elm(Cy,VH)
this leads to Ve>0,3uel’(0,7;U) such that
|Cx ,VEf =Cx,VHu|,, <&

by putting u, =—u € 2(0,T;U) this gives

Ve>0,3u el’ (O,T;U) such that

||C;((UVFf+C;(mVHu]||W <& where the system (1) — (2) is

weakly @ -gradient remediable.

III. REGIONAL GRADIENT REMEDIABILITY AND REGIONAL
GRADIENT CONTROLABILITY

Firstly, we recall the definition of exact and weak regional
gradient controllability given in [10].
Definition .2

1-The system (1) is said to be exactly @ -gradient
controllable on [O,T], if Vy* e( Z(a)))" there exist a
control u € I’ (O,T;U ) such that
2,99(T)=y"
2-The system (1) is said weakly @ -gradient controllable
on [0.T] if vy e( 2(a))) , Ve>0,

there exist a control u € I*(0,7;U ) such that

<&
(& @)

FANDESE
Then, we have the following proposition

Proposition .3

If the system (1) — (2) is exactly o -gradient controllable on
[O,T], then it is exactly @ -gradient remediable on [O,T].
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2-If the system (1) — (2) is weakly @ -gradient controllable
on [O,T], then it is weakly w -gradient remediable on

0,7].
Proof

1- We assume that the system (1) — (2) is exactly
@ -gradient [O,T] and let

y' =y, VS(T)y" then there exists ue*(0,T;U)
such that y,Vy(T)=y,VS(T)y’ and since the
linearity of the operator restriction ), we obtain
2. VS(T)y" + x,VHu+ y VFf = y VS(T)y*  this
leads  to 2, VHu+ y VFf =0 then  let
Cy, VHu+ Cy VFf =0 and then the system (1) - (2)

is exactly @ -gradient remediable on [O,T].

controllable on

We assume that the system (1) — (2) is weakly @ -gradient
controllable on [0,T] and let y’=y VS(T)y’ then
Ve>0, uel’(0,T;U) that
|| 7, (T) - ;(WVS(T)y‘)”(LZ Wy <E that is to say
|, VHu + 2 VEf .0 <

there exists such

Since the operator C is continue, consequently we have
|Cx,VHu + Cy VFf|,. <k|z,VHu+ 2, VEf]. .,  with

k >0 where the system (1) — (2) is weakly @ -gradient
remediable on [O,T].

IV. REGIONALLY GRADIENT EFFICIENT ACTUATORS AND
SENSORS

We suppose that the system (1) is excited by p zone
actuators (Q,, g‘.)lggp,gieH(‘](Qi), Q. in this case the

control space is U =IR" and the operator B is given by

B:IR" > X
u(e)= (o, (0, 0o, (0) > B = Zzg (x)g, (), (1)
Tts adjoint is given by
Bz= (<gl,z>ﬁl ,<g2,z>ﬁz,...,<gp,z>up )T e IR’ 3)

Also suppose that the regional output of the system (2) is
Jhoel (D ) , being the

given by ¢ sensors (D,.,h,. )mgq )
spatial distribution, D, =supph, c w for i=1,...,q and
D,(N\D,=¢ for i+ j, that is the sensors are located
regionally, then the operator C is defined by

C: (I (o)) - IR’

T
n

Z@l,y ,.(t)>t(n,),...,2<hq,y,. O,

i=1 i=1

Cy(r)=
its adjoint is given by C* with for@ = (91,92,...,9{1 e IR’

v
N(‘:Xlug(?‘ll

g 4q

C'o= Z%ahi(x),...,Z;{D,eih,,(x) e (L (o)
i=1 i=1
“)
Lemma .1 [11]
Let VW and Z be reflexive Banach spaces,

Pe (V,Z) and Qe i/(W,Z) .
properties are equivalent:

i. ImP cImQ

Then the following

ii. 3y >0 such that ||Pz||v < ;/"Q*z*"W,, v'eZ

We have the following characterizations
Proposition .4

1- The system (1) - (2) is exactly o -gradient remediable on
[O,T] if and only if there exists >0 such that for

every @ € IR’ , we have

<y|B's(r-)v'x.C0

S (T-)vy.Cc'o

£(0.7:x")

2 (0.7;1r")

2- The system (1) - (2) is weakly @ -gradient remediable on
[O,T] if and only if
ket(B'F'V .C")=ker(F'V' 4.C")

Proof

1-Tt follows from the fact that
F'V iy C=8T-)Vyc and that
HV y.C'=B'S(T-)V' y.C" and since the

Proposition .2, we put P=Cy VF and 0=Cy VH

and using the lemma .1.
2-We assume that the system (1) - (2) is weakly
o -gradient remediable on [O,T] and we show that

ket(B'F'V' 4.C")=ker(F'V'5.C")
Let @ IR’ suchthat B'F'V y.C 0=0, and we have

F =8(T-)
H =B'S'(T-.)
then,
BFV y.C0=0=>HV y.C'0=0
this gives 0 € ker(H Vy.C ) and we have
m(Cy,VH)=[ker(H'V y.C")|'.
Since the hypothesis and the Proposition .2, we have
ImCy VF cImCy, VH then
ImCy,VF c[ker(H'V z.C )}
=V el (0.T:X):Cy, VFf elker(H'V y.C")|!
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= (Cy,VFf,0)=0 because 0 e ker(H*V*;(;Ck)

= 0e[ImCy, VF] =kelF'V' 7.C")

Where the result.

Conversely, assume that

ker(B'F'V y.C’ ): ker(F "V’ 7.C") and we show that

ImCy, VF < ImCy VH

Let f e LZ(O,T;X) such that f eImCy VF , we have
ImCy, VH = [ker(H*V*;(;C*)]i .

For every 6 € IR’ such that H'V' y,C 0 =0, that is
B F'V y.C'0=0wehave F'V y, C 0=0 because
ket(B'F'V 4.C )=ker(F'V .C")

then (Cy,VFf,0) =0

Where the result.

Corollary .1

The system (1) - (2) is exactly o - gradient remediable on
[O,T] if and only if 3y >0 such that V& IR’, we have

e s

P

syZJ.<g,.,S*(T—s)v*;g;cw);mv)ds

i=l 7

Proof

Since the Proposition .1, the system (1) - (2) is exactly
o -gradient remediable on [O,T] if and only if there exists

¥ >0 such that for every € € IR, we have

(r-)v'x

Sy"B*S*

(orx)

)v c 0||

OTIR

By using (3) the formula of the operator B", we have

j Is
<7ZI g.8'(T

Where the result.

s)V'y C0>

In the suite, we consider without loss of generality, the
system (1) with a dynamics A of the form

Ay= 2/1 Z<y, m,>

m>1

mi’vyED(A)

v

where (W .)lgjgrm is an orthogonal basis in H[')(Q) of

mj
m21

eigenvectors of A orthonormal in LZ(Q), associated to
eigenvalues A, <0 with a multiplicity r, . It is well known
that A generates on the Hilbert space LZ(Q) a strongly

continuous semi-group (S (t))rzo given by [12, 13]

Z Nz<y’ "”>LlQ) mj (5)

m=>1

Corollary .2

The system (1)-(2) is exactly @ -gradient remediable on
[0.7] if and only if 3y >0 such that Ve IR’ , we have

| -
Z 20 (e_im _1)2 <Z Cco6,Vw, >(2 )

DN [HITDIITE

2
g , Wm,-> ds
m=1
Proof

Since the corollary .1, the system (1) - (2) is exactly
o -gradient remediable on [O,T] if and only if there exists

¥ >0 such that for every 8 € IR’, we have

T

ds

(T-s)v"

0
< yZJ‘<g,,,S* (T—s)V*;(;C*Qx:m’)ds
=1 %

By using the formula (5) of the operator S~ , we obtain

*(T—S)V*Z;
0
T
=J‘Zezl,ﬂ(Tl) < :)V*C495wmj>7ds
v m2l J=1

and

r_ T

ZJ.<g‘., S (- s)V*;(;C*Hyl ds=

i=l1

[P

i=1 m1

Z V 2,C0.w,, <gi,wmj> ds
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Where the result.
By using (5) the formula of the operator C", we have the

following corollary

Corollary .3

The system (1) - (2) is exactly o -gradient remediable on
[O,T] if and only if 3y >0 such that V@ e IR, we have

IETEE) DN

D |HITD ) 3 W)

Proof

Since the corollary .2, the system (1) -
regionally gradient remediable in @ on [O,T] if and only if

(2) is exactly

there exists y >0 such that for every 8 € IR, we have

L
ed 21,
DI

m=1

r

(eu,,;l‘ _1)2 <Z ol 0, VWW >( Q)

j=1
2

<;( Co, Vwm/><gi,wmj> ds
=1

in addition, by using (4) the formula of the operator C", we

obtain
(7.€°0.Vw,) 0 =(CO2w,) .
q
E Xb, glhl ~ awm/
l;l /1/(0 ax[
_ Xn, Ko o,
I=1 . :
g ~ ow,
Z!H
E ;(Dﬂlh, ox,
1=1 ("l(w))
n q a i
:ZZ 200k, 7
k=1 I=1 i Lo
9 ow
S
k=1 11 k()
‘Where the result.

v

This characterization shows that the remediability of a
system may depend on the structure of the actuators and
Sensors.

By analogy with the concept of regionally gradient
strategic actuator, we introduce the notion of regionally
gradient efficient actuator, as follows

Definition .3

,g, € }(Q,) are said to be

regionally gradient efficient if the system (1) - (2) so excited
is weakly regionally gradient remediable.

The actuators (QI, .8, )

I<i<sp

The actuators regionally gradient efficient define actions
with the structure (spatial distribution, location and
number) can compensate the effect of disturbance
distributed on the system.

We have then the following characterization of the
regionally gradient efficient actuators.

For m>1, let M, be the matrix of order (pxrm)
defined by M, =(<gl.,wmf>)u,léi£p and 1< j<r and
il

let G, be the matrix of order (qxrm) defined by

- ow,, .
G, = h,, 4 ,1<i<q and 1< j<r,.
X v

k=1 i

Proposition .5

The actuators (Qi,g,.) , 8. eLZ(Q,.) are @ -gradient

1<i<p

efficient if and only if

ker(V'7.C")= ker(Mmf,f)

m=1

where, for m>1,
fr:0elR" — f°(0)=

(<V*;(;C*0, w,, > <V*;(;C*0, wm2>, s <V+;(;C+9, w,, >)T
e IR"

Proof

1- We assume that the actuators (Q,.,g[) .8 eLz(Q/.)

I<i<p

are o -gradient efficient and we show that
ker(V*;(;C* ): N ker(Mmfm”’)
m=1

Since the proposition .1, the system (1) - (2) is weakly
o -gradient remediable on [O,T] if and only if

ker(B*F*V*)(:;C* ): ker(F*V*;(;C*)

Let @ € IR?, we have
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*****

<g1 s S*(T - ')Vk/}«/:;c*9>t(n,)
_ <g2, S*(T - ')V'*Z;C*9>L2(Qz)

<ng*(T - ‘)V*lzc*@t(np)

Zel"‘(r')z (Vz.c'om, >zf<o><g‘ W >"2(“"
m1 j=l
m=1 Jj=1 .

m>1 J=

and we have Vm>1,

Ty

Z <V*ZZC*0; Wi >L2(Q)<gl * W >L1(g,}

j=1
Mmfmm (9): Z<v‘l;c*6’ w”li >L3(s2)<g2 ’ Wm,f >Ll(g)1)
= .

Z<V*;(ZC*0; w,, >L2(Q)<gP’Wmf >[}(Q/,)

=1

If we assume that 0 € (] ker (M Lo ), then
m=1

Oeker(M,f7) Vm=1=

L

j=1
) N AR (RS )
m>1 =1

‘v’ie{l,2 ..... p}, Vm=>1
=B F'V 4. C0=0=0cker(BFV 4.C’)

%

where Ol ker(Mmfm“’)C ker(B' FVZMC) that is to say
f]]ker(Mmfm‘”):ker(B*F*V*;(;C*)

On the other hand, we have for every 8 € IR’ ,
F'V'yCO0=8(T-Ny.C6

_ Zea,”(r.)z<v*z(zc*9’ ij> ij
m=1 j=1

We assume that 0 e ker(F*V*;(:C* ) then
F'Vy.C6=0

v
Ngxl}i_c_n

F'Vy.Co=8(T-)VyC0

m=1 J=1
= ZZ<VX2’;C*0’ ij> w,,; =0
m=1 Jj=1

= V' 4.C'0=0=0¢cker(V 4.C")
Then,

ker(F*V*';(;C* )c ker(V*‘;(;C*)

If we assume that @ € ker(V*;(;C* ), then V' y,C"0=0
that is to say

F’V*Z;C*e — Zei,,,(T—.)Z<V+l;C*0’ ij>Wm :0
m>1 j=1

=0ekel(F'V y.C")
then ker(V' 7. C" ) ked(F'V'4.C") that is to say
ker(V' 7.C")=ket(F'V' 5.C")
Where the result.

Corollary .4

If there exists m, 21 such that
rank G;’ =q (6)

then the actuators (Q,,g[) .8, eLQ(Q[) are regionally

Isi<p

gradient efficient if and only if

Nker(M,G")=1{0}

m>1

Proof
Let 8 €IR?, then

rrrrr

AN P LR
= Zz<gi’v‘)mj>l‘2(ﬂ’) 1° axk [
1=1 j=1 k=1

Vm21Vi=1,...p

< Z<gi’ W’“! >Ll(gz,) <V*Z;C*’W’”/‘>Lz(n) = 0’
J=1

vm=>1,Vi=1,..., p

(M, fo)p=0vm=1
<0e Olker(Mmf:)

this gives
(]1 ker (M .G ) = 01 ker (M o )

On the other hand,
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Oeker(V' z.C ) V' 4.C'0=0

then for m, that appear in the hypothesis and by using

(4) the formula of the operator C*, we obtain

(V'z.Cow,), , ={C0r.Iw.,),.,

4 n
=Ze/<h/7z > =0, Vj=1,...,}’m“
I=1 k=1 2(p,)

=G,0=0=0ckerG,

ow, .
o]
ox,

and since rankG!, =g then kerG] ={0} this gives
6=0. That is to say
ker (V' 7,C")= {0}

Finally, the demonstration follows directly from the
Proposition .2.

Corollary .5

If there exists m, =1 such that
rank (GT )= q
and if
rank (M, G* )=¢q (7)

rank (M " )= r (3)

my

then the actuators (Q,,g,).. g, € [*(Q,) are regionally

1<i<p

gradient efficient.
Proof

Assume that there exists

rank (M .G, )= q.

m, =1 such that

The matrix (M GT) is of order pxqg . From the

theorem of rank to matrices [14], we have

rank (M WG )+ dim (ker (M WG )) =q
then dim (ker (M wG )) =0 witch is equivalent to

ker (M .G ): {0} = f]lker (M .G ) = {0}

Since the Corollary .4, that is equivalent to the regionally
gradient efficient of the actuators (Ql., gi)lggp, g. el (Ql,) .

Now, we rank (G; )= q and

rank (M . ): r

my

suppose  that

The matrix (G:) is of order r, x g . By using the theorem

of rank to matrices [14], we have
rank (GT )+ dim (ker (G; )) =q

then, dim (ker (GT )) =0. That is equivalent to

v
N(‘:Xlug(?‘ll

ker (G )= {0} )

The same, the matrix (M ) is of order pxr, . By using

m,

the theorem of rank for matrices [14], we have

rang (M )+ dim (ker (M » =r,

my

And from (8), we obtain dim(ker (M )):0 which is

equivalent to
ker (M " )z {O} (10)

On the other hand, let & eker (M GT) , then

my - my

(M, G )6 =0 which gives M, (G76)=0.

From (10), we obtain G”TH)H =0 and from (9), we obtain
6 =0 then ker (M wG, )= {0} and then,

N ker(M GT)= {0}

mm
m>1

which is equivalent, from the Corollary .4, to the regionally
gradient efficient of the actuators (€2,, g, )lggp, g el (Qi) .

Remark .2
1) The condition (7) =>¢g=<p
2) The condition g < p is not necessary for actuators
to be regionally gradient efficient. Indeed, in the
case of a single actuator (Ql, gl) and of ¢

sensors (D,, k)., with g >1,

Isi<q

M, = (<gl,wmj>)IS _ is of order (1 X rm)and

G’ :(zu <hi, am’>J is of order (r, x g)
Ijs<r,
1<i<q

k=1 Xy
consequently
L & ow, .
M,G! = {Zz<gl , ij><h[, - i >J
= kel X 1si<q
is of order (1 X q) .

From the Corollary .4, if there exists m, =1 such

that rank G, =g , then (Q], gl) is regionally
gradient efficient if and only if ker(M,G”)=10}.

m=_m
m>1

Then, if there exists n,,n,,...,1n

m

such that n, # n,

for i#j and

N ker(M, G )= o} (11)

i=l,m

then (Ql, gl) is regionally gradient efficient. In

particular if m=gq , the condition (11) is equivalent to
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V. APPLICATIONS

Let QO be an open and bounded subset of /IR", with a
sufficiently regular boundary I'=0Q . We consider the
following diffusion system with a Dirichlet boundary
condition

%(x,t)= Ay(x,r)+ Z}cg,g,(x)%(f) Qxo.7]

¥(x,0)=y"(x), Q (12
y(&.1)=0 o0 x 0, 7]

For wcf€) an open subregion of Q with positive
Lesbegue measure, the system (12) is augmented by the
regional output equation

z=Cyx,Vy=

n n r (13)
Shi) k) )
= X, [ (i) = % [ 5)

i= i=

If the system (12) is disturbed by f e LZ(O,T;LZ(Q)), it is
written

P

D ra W)+ e axb.r]

¥(x,0)=y"(x) O
anb,T[

%(x,t):Ay(x,t)+

(14)

admits an orthonormal basis of
associated with the eigenvalues

The operator A
eigenfunctions (w

=1
M<jsr,

(/1 )le of multiplicity 7, and given by

m

Aw, =Aw, ; Vm>=1and j=1...r,.
Application 1I:
Case one dimensional with ocQ= b, 1[ . The

eigenfunctions of A are given by

w, (x) =2sin (m ﬂx) ; Vmz1 and the associated
eigenvalues are simple and given by
A =—m’zr*; Vm=1.The semi-group generated by A is

m

given by

v
N}Xlug(?‘ll

S(t)y=> e (y.mw,)w,

m21

In the case of a sensor (D,h), with D= supp(h) Ccw. Let

aw,
m, such that <h > # 0. By using the Corollary .5,
X
1*(D)
an actuator (Ql,g,) is regionally gradient efficient if and

only if<g, , w> =0, let Igl(x)sin (moﬂ x)dx #0. Thus for
Q

example, if g =w, , then the actuator (Ql, gl) is
regionally gradient efficient.
Application 2:

Case of a rectangle with o c Q= b,a[x b, /3[ . In this
case, the eigenvectors of A are defined by

2 . (mzx) . (nx
Wi (x, )’) = sm( ) sin Y ;o mn=>1
Vap o B
and the associated eigenvalues are
2 2
m n
A =7+ 7t mn>1.
a p

It is known [15], that in the case of a square domain, with
a=p£=1, we have 4, =—(m2 +nz)7r2 and supr, =1.

mn
m, n=l

From the Corollary .5, the system (14) augmented by (13) is
weakly regionally gradient remediable in @wc Q if there

exists m,,n, =1 such that

rank (G:w,“ )= rank (M G! )= q

Mgy Mg

Thus, in the case of a sensor, a single actuator may be
regionally gradient efficient, for any o and f . Indeed,

(Ql, g,) is regionally gradient efficient if there exists

m, ,n, =1 such that

1 =

where (W j
Moo J NS j<r, 00

eigenvalue 4 That is the case for example if

oy

g =w,,, where mpn, j, are such that

aw”l H, j aw”l 1, j
h,—=nl +(h,—l =0
L % [ i)

what is always possible because £ is not identically zero.
Then, the actuator (Q,,gl) is regionally gradient efficient.

Remark .3

2
1) In the case where %ng , we have

r =1; Vmn=>1

mn

becomes

<g1 > Wongn, > <h’ 5V;_x> + <81 W > <h, _Gway > #0

[15], the condition (15)
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that is to say
2—”_[& (x, y)sin(
Jop |

Mo o T2 gin| DT |4 Bo | T2 gl Y
a a p a p

dxdy #0

[

m(’”xjsin(n”; yjdxdy x | h(xy)
D

with D = supp(h) cw.

In the case of a square domain, the condition (15) becomes

r,
mong

g (x.y)w,, (x.y)dxdy

=t g,

h(x, )

D

ow . 0 .
o (x, y)+ W (x, y) dxdy # 0
ox Oy

One actuator may be regionally gradient efficient. Thus, for
example, i such that

My Jo

ow, . ow
h, —=h +( h,——=
ox /. ) oy

the actuator (Ql, g,) is regionally gradient efficient.

> #0 and g =w,
’(p)

VI. CONCLUSION

The concept developed in this paper is related to the
regional gradient remediability in connection with the
regionally gradient efficient actuators. Then, new notions of
weak and exact regional gradient remediability are introduced
and characterized. The relation between the notion of
regional gradient remediability and the notion of regional
gradient controllability is also study. We have shown that a
system parabolic is regionally gradient remediable if it is
regionally gradient controllable. Main properties and
characterization results are given. Furthermore, we have
shown that the exact and weak regional gradient
remediability of a system may depend on the structure and the
number of the actuators and sensors. Various interesting
results concerning the choice of the regionally gradient
efficient actuators and applications to a diffusion system are
given. Many questions remain open, such as the choice of the
optimal control ensuring the regional gradient remediability
using an extension of Hilbert Uniqueness Method. This
question is still under consideration and the results with
numerical simulations will appear in a separate paper.
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