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 
Abstract—Considering the limitation that LBP only focuses 

on the sign feature in extracting the texture feature as well as its 

low recognition rate, we in this paper propose an extended 

contrast ratio local binary pattern for texture classification. The 

extracted features include its sign feature, energy feature and its 

center pixel feature, which aims at constructing the histogram 

based on the features of the sign energy center pixel gained 

before. Then we perform texture classification by employing the 

Chi-square distance and the nearest neighbor classifier. 

Experimental results reveal that our proposed method 

outperforms several representative texture classification 

methods.  

 
Index Terms—Feature extraction, Energy feature, Local 

multi-values pattern, Global information, Rotational 

invariance. 

 

I. INTRODUCTION 

The importance of texture in the pattern recognition and 

graphic information processing needs no emphasis. Therefore, 

texture feature extraction is regarded as the focus and basis of 

texture study, analysis and application. Studies on feature 

extraction and texture classification has gained extensive 

attention by numerous scholars, which has been widely 

applied in areas like facial recognition [1-3], medical biology 

analysis [4] and license plate number detection [5, 6].  

In the past 50 years, large numbers of methods on how to 

effectively extract the texture feature has been put forward by 

worldwide scholars[7, 8]. These methods can be divided into 

four categories to our present study: statistic method [9-11], 

structure-based method [12-16], model-based method [17-19] 

and transform-based [20-22]. All these derived algorithms 

mentioned above have gained widely study and practice for 

its good performance and computational simplicity , yet they 

are still to be improved for the following deficiencies. First, 

most of them ignore the global energy information of an 

image. Second, they lack the consideration of the magnitude 

and quantity of bins during the constructing process of the 

feature histogram. Third, there still exists high rate of 

inaccuracy in extracting the center pixel feature.  
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In view of the inefficiencies above, this paper presents the 

extended contrast local binary pattern (ECLBP). This pattern 

contains three parts to be accomplished, including the center 

pixel local binary pattern, contrast ratio difference energy, 

The first part is the Sign Feature Extraction (SFE); The 

second part, Contrast Difference Energy Feature (CDEF) not 

only extracts the energy feature through the contrast ratio 

between the pixels, but also constructs a histogram from 

small to large according to the interval value. And, Extension 

Center Pixel Feature (ECPF) serves to expand binary pattern, 

set the parameter and converts the graphic into multiple 

value.  

The contributions of the method made in this paper lie in 

the following points: First, we construct a new way to divide 

the bins, which in turn elevates the accuracy rate of feature 

extraction. Second, we convert the original binary value into 

multiple value in order to represent the image feature by 

changing the parameter. Finally, experimental results on 

typical texture datasets reveal that our proposed method 

outperforms several representative texture classification 

methods. 

 The next organization of this paper as follows. The related 

works are introduced in section 2. Section 3 describes our 

proposed method. Section 4 presents our experimental setting 

and experimental results. Finally, Section 5 is a brief 

summary. 

II. RELATED WORK 

As a perceived form of how human visual system reacts 

towards the surface of the object, the textural feature 

resembles and reflects the properties of the image itself. The 

texture feature differentiate itself from other image feature 

such as gray scale or color, it displays the variation of the 

gray-scale of one pixel and other adjacent pixels in an image 

as well as the disciplinarian distribution of light-intensity. It 

serves to demonstrate the roughness and orientation of the 

surface of an object as well as whether the surface of an object 

conforms to certain rule. The global texture information is 

formed by the different degree of local texture information. 

Texture feature extraction are mainly divided into two 

categories: spatial domain methods, transform domain 

methods. Spatial analysis methods are based on the 

correlation between spatial pixels and their neighborhood 

pixels, suitable for rotating image texture feature description. 

Transform domain methods are the use of transform 

coefficients for image analysis, suitable for non rotation 

image texture feature description.  

The local binary pattern (LBP) [23] put forward by Ojala in 
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2002 has won extensive appreciation owing to its low 

complexity, rotation invariance, insensitivity of the 

illumination variation and its easiness to be comprehended. 

Thus, amounts of derived LBP algorithm started to appear, 

such as dominant LBP (DLBP) [24], completed LBP (CLBP) 

[25, 26], local ternary pattern (LTP) [27, 28], local binary 

count (LBC) [29]. Among these algorithms, DLBP takes the 

pattern feature as the main consideration; CLBP is 

represented based on the center pixel and the local difference 

sign-magnitude transform, while LTP classifies the positive 

pattern from the negative pattern by altering the 

threshold.The next two chapters will briefly review the 

completed local binary pattern (CLBP), local ternary 

pattern(LTP)[32]. 

A. Completed Local Binary Pattern (CLBP) 

When the texture features of the LBP is extracted, a part of 

the information is lost, so that the same results can be 

obtained for different structures. Figure 2.1 shows the same 

binary string of two different structures obtained after the 

threshold. 

 
        

Figure 2.1 LBP  with Different Structures 

Therefore, Guo et al. Proposed a complete LBP operator 

consists of two parts, namely, CLBP_Center (CLBP_C) and 

the local difference sign-magnitude (LDSMT). The local 

difference sign-magnitude is divided into the CLBP-Sign 

(CLBP_S) and the CLBP-Magnitude (CLBP_M), as shown 

in Figure 2.2 

CLBP_Center (CLBP_C) is defined as 
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The local difference sign-magnitude (LDSMT) is shown as 

follows. The sign of a is represented by B, and the value is 

represented by C. 
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CLBP-Magnitude (CLBP_M) is defined as  
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 Figure 2.2 CLBP   

B. Local ternary pattern(LTP)  

LTP is the derivative algorithm of LBP, the principle is a 

length of 2t open interval [-t, t]. If the difference between the 

neighborhood pixel gray value g and the center pixel value g 

lies in the right side of the interval, the input value is encoded 

as 1. If the difference falls the left side of the interval, the 

input value is encoded as -1. If the difference lies in the 

interval , the input value is encoded as 0. The formula is as 

follows. 
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LTP to some extent resist the impact of noise and enhance 

the description of the texture. Which t is worth setting is 

particularly important. The schematic diagram is shown in 

Figure 2.3. 

 
Figure 2.3 LTP algorithm 

III. EXTENDED CONTRAST LOCAL BINARY PATTERN 

(ECLBP) 

This paper presents the extended contrast local binary 

pattern (ECLBP). The texture feature which is extracted from 

the image texture representation method consists of the 

following three parts. This pattern contains three parts to be 

accomplished, including the center pixel local binary pattern, 

contrast ratio difference energy, The first part is the Sign 

Feature Extraction (SFE), which is the Original LBP; The 

second part, Contrast Difference Energy Feature (CDEF) not 

only extracts the energy feature through the contrast ratio 

between the pixels, but also constructs a histogram from 

small to large according to the interval value. And, Extension 

Center Pixel Feature (ECPF) serves to expand binary pattern, 

set the parameter and converts the graphic into multiple 

value.  

We extract features from the image in the three methods, 

and the three texture features as the image of the texture 

features. Figure 3.1 shows the overall flow chart of our 
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approach. 

 
Figure 3.1 The flow chart of the proposed texture classification method 

A. Sign Feature Extraction (SFE) 

Conventional LBP is mainly employed in sign feature 

extraction. It extracts the valid texture feature to measure and 

describe the different image texture information and 

eventually to represent the space structure and sign 

information of the local texture image. The patch in an LBP 

can be randomly extended to its neighbors. The common (P,R) 

is to define a (3*3) patch, choose one pixel as the center pixel 

and contrast the value of the center pixel and its eight 

neighbors. 0 is to be used when it is below the center pixel, 1 

when it equals or is above the center pixel. Then get a 01 

string of LBP patterns in a fixed direction. The string 

multiplied by weight of corresponding pixels, and then this 

value is the LBP value of the center pixel. If cg is to represent 

center pixel, pg the value of its neighbors, then the LBP code 

can be defined as: 
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(3.2) 

When the former pattern is rotated, another rotation 

invariant equivalent can be used, which decreases the total 

possible pattern amount from 
p2 to p+1. All these 

equivalences are classified into the P+1 the pattern as is 

shown in the following: 
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And the RPLBP , histogram of the image f(x,y) can be 

defined as : 
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B. Contrast Difference Energy Feature (CDEF) 

Considering the fact that conventional LBP ignores the 

global energy information, therefore, a contrast difference 

energy feature is purposed in this chapter, which implements 

the energy information of the image. The LBP can be 

extended to its neighbors. The common (P, R) is to define a 

(3*3) patch, choose one pixel as the center pixel and contrast 

the difference value of the center pixel and its eight neighbors. 

The difference value is used to get the mean value after 

seeking its square. If cg
is to represent the center pixel, pg

is 

the neighbor pixel of cg
, then the CDEF code can be 

represented as : 
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Then it becomes especially important to choose an 

appropriate bins when constructing the feature histogram. 

Considering that CDEF aims at getting the difference value of 

the pixel and its neighbors, which is relatively small, 

therefore, we choose to construct the bins from small to large 

rather than use equal interval when constructing the contrast 

ratio difference energy feature histogram. Setting FD as a 

difference value, min represents the minimum of the image 

pixel, while max the maximum. 

10

minmax
FD                     (3.5)

 
Setting a new interval CV, and we get 13 critical value 

through the text 1210 ..., CVCVCV . When 0 ≤ i<10, 

H(x)=FD/11, FD/10...FD/2; while H(x)=FD*1, FD*2, FD*3, 

when 10≤i≤12. 
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 Setting  j=11, t=3, after setting the critical value, the 

interval of the histogram can be divided into the Figure 3.2: 

 
Figure 3.2 The divide of the bins 

C. Extension Center Pixel Feature (ECPF) 

During the extraction of the image feature, this method 

employs multiple value rather than binaryzation. It alters the 

parameter during the test, in order to obtain the multiple value 

and to represent the image feature. According to the test, it 

proves that the test result turns to be most satisfactory when 

the parameter sets12. For example, Figure 3.3 shows which 

we define a 3*3 patch and then get the reminders after the 

value is divided by 12, the code is defined as follows: 

 

 
Figure 3.3 ECPF algorithm 

IV. EXPERIMENTAL RESULTS 

In this chapter, in order to prove the performance of the 

extension contrast ratio local binary pattern, we calculate the 

accuracy rate of classification on five texture sets. On each 

texture set, ten test samples and classification samples are 

randomly selected for experiment, and the average of ten 

results is taken as the final accuracy rate of classification.  

The next section proposes similarity measurement and 

parameter settings, after which the classification accuracy and 

time-consuming of each texture set are given. 

A. Similarity Measurement 

In statistical pattern recognition, there are many metric 

formulas for measuring similarity between features, such as 

Mahalanobis distance, Euclidean distance, and chi square 

distance. Although they have different representations, these 

distance formulas have the same goal, that is, the degree of 

similarity between the two features can be well calculated. 

In this paper, we employ the nearest neighbor classifier and 

chi square distance to calculate the distance from a test 

sample to a training sample. At the stage of the classification 

test, we calculate the distance between each test sample and 

all the training samples. The test samples are classified into a 

minimum distance with training samples. 

The following formula is used to calculate the distance. We 

represents the total number of the feature histogram bins, 

and stands for the number of all training samples.  
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where j
teF is the j-th bin of the feature histogram of a test 

sample, ji
trF

, is the j -th bin of the feature histogram of the i-th 

training sample. When a classification experiment is 

conducted, a test sample is assigned to the category to which 

the training sample is closest to the training sample. 

B. Texture Datasets 

To comprehensively evaluate our proposed method, we 

conducted a series of experiments on a powerful databases 

and three experimental samples from the texture datasets is 

chosen: the Brodatz database, which contains 111 different 

texture classes, and each class has a 640*640 image.  

In our experiments, we take the central region of each 

image of 320*320 as the experimental image. In order to 

verify the rotation invariance of the method, we rotate each 

class clockwise, 5 degrees, 10 degrees, 30 degrees, 45 

degrees, 60 degrees, 75 degrees, 90 degrees, as shown in  

Figure 4.1. And then split the rotated image into four 

experimental samples. For the three subsets, each class is 

divided into 32 160*160 experimental samples, half samples 

of each class are randomly selected for training and the rest is 

used for testing. These three datasets contain 960, 1920 and 

3552 experimental samples, respectively.  

 
Figure 4.1 A class that rotates clockwise at eight angles 

Set-1: We randomly selected 30 images from Brodatz as 

our Set-1 experimental data and validate the rotational 

invariance of our approach on it, as shown in Figure 4.2.  The 

30 photos of Brodatz album. The sequence is arranged from 

left to right and top to bottom: D1, D3, D8, D10, D11, D13, 

D17, D19, D21, D23, D25, D29, D31, D33, D34, D35, D45, 

D46, D50, D55, D63, D64, D73, D75, D94, D95, D100, 

D103, D105 and D111. 

 

 
Figure 4.2 The 30 texture images in Set-1 

Set-2: We randomly selected 60 images from Brodatz, as 
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shown in Figure 4.3. The sequence is arranged from left to 

right and top to bottom: D2, D3, D4, D5, D6, D8, D12, D18, 

D20, D21, D23, D24, D27, D28, D30, D32, D33, D36, D37, 

D38, D39, D40, D43, D45, D46, D47, D48, D50, D51, D52, 

D53, D58, D61, D63, D64, D65, D67, D69, D70, D73, D74, 

D75, D77, D78, D79, D81, D83, D85, D86, D87, D88, D91, 

D92, D94, D95, D96, D102, D105, D107 and D108. 

 
Figure 4.3 The 60 texture images in Set-2 

Set-3: Set-3 is the whole Brodatz database.  

C. Parameter Setting 

In our approach, we set the two parameters through the 

experiment Set-1, Set-2, Set-3, which enables us to get the 

optimized performance and the highest classification rate.  

Through experiments we can get the optimal parameters of 

CV in ECDF, When 0≤i<10, H(x)=FD/11, FD/10, ...FD/2; 

while H(x)=FD*1, FD*2, FD*3 when 10 ≤ i≤ 12. and 

Another parameter results are shown in Figure 4.4. From the 

Figure 4.4, we could get the highest classification rate when 

18 is set as the critical value.  

 
        Figure 4.4 Parameter setting  

D. Classification Performance and Comparisons 

In this section, we conduct two experiments to evaluate our 

proposed method. The first one is to verify the rotation 

invariance, while the second is to contrast its classification 

rate with the rest method. 

To verify the effectiveness of our proposed method, we 

compare it with eight representative methods LBP[23], 

CLBP_M [25], CLBP_MC[25], CLBP_S_MC[25], 

CLBP_SM[25], CLBP_SMC[25], PMC-BC[30], and 

LRS-MD[31]. We report the classification results of the nine 

methods in Table 1.  It can be seen from Table 1 that our 

proposed method is competitive, and outperforms  

CLBP_SMC and  PMC-BC by over 3.00%. The experimental 

results shown in table. 

Table 4.1 Classification results of the comparative 

methods: LBP, CLBP_M, CLBP_MC, CLBP_S_MC, 

CLBP_SM, CLBP_SMC, PMC-BC, LRS-MD and our 

proposed ECLBP.  
 

Table 4.1 Classification results of the nine methods 

 Set-1 Set-2 Set-3 

LBPError! 

Reference source 

not found. 

92.27 92.56 97.27 

CLBP_MError! 

Reference source 

not found. 

86.23 92.39 96.31 

CLBP_MCError! 

Reference source 

not found. 

95.76 97.98 99.23 

CLBP_S_MCErro

r! Reference 

source not found. 

96.65 98.54 99.56 

CLBP_SMError! 

Reference source 

not found. 

99.33 98.88 97.96 

CLBP_SMCError

! Reference source 

not found. 

99.71 99.51 98.56 

PMC-BC[30] 95.73 93.44  86.36  

LRS-MDError! 

Reference source 

not found. 

93.19 89.16 80.46 

ECLBP 99.63 98.51 98.13 

E. Computational costs 

In this paper, all experiments have been implemented on a 

workstation with Intel Core E5 central processing unit (1.70 
GHz) and 4-G random access memory in the MATLAB 

environment. Table  shows the running time of each method 

on Set-1, Set-2. It can be seen, LBP time to spend the least. 

Table 4.2 The computational costs of the comparative 

methods: LBP, CLBP_M, CLBP_MC, CLBP_S_MC, 

CLBP_SM, CLBP_SMC, PMC-BC, LRS-MD and our 

proposed ECLBP 

Table 4.2 The computational costs of the nine methods 

 Set-1 Set-2 

LBPError! 

Reference source 

not found. 

26.21 58.28 

CLBP_MError! 

Reference source 

not found. 

29.43 58.09 

CLBP_MCError! 

Reference source 

not found. 

25.41 57.89 

CLBP_S_MCErro

r! Reference 
27.96 60.50 
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source not found. 

CLBP_SMError! 

Reference source 

not found. 

30.59 58.44 

PMC-BC[30] 848.98 1673.06 

LRS-MDError! 

Reference source 

not found. 

489.48 964.32 

ECLBP 29.84 68.50 

 

V. CONCLUSION 

In this paper, we propose an extended contrast local binary 

pattern for texture classification. It is implemented by 

performing the contrast between pixels to get the energy 

feature of images, which was usually ignored by conventional 

LBP. Besides, we construct a feature histogram with the bins 

from small to large based on the feature of the images. 

Finally, we extend the binary pattern and set the parameter to 

improve the correct extraction rate. Experimental results 

show that our proposed method is effective when comparing 

it with several representative methods. 
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