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Abstract— The clustering analysis is a subject that has
been interesting researchers from several areash &8
health (medical diagnosis, clustering of proteineda
genes), marketing (market analysis and image
segmentation), information management (clusteririg o
web pages). The clustering algorithms are usugligli@d

in Data Mining, allowing the identification of naal
groups for a given data set. The use of differ&urgtering
methods for the same data set can produce different
groups. So, several studies have been led to valithe
resulting clusters. There has been an increasirgrast

on how to determine a consensus clustering thabawes

the different individual clusterings, reflectingethmain
structure in clusters inherent to each of them, as
perspective to get a higher quality clustering.

As several techniques of consensus clustering haea
researched, the present work focuses on problem of
finding the best partition in the consensus clustgrWe
analyze the most referred techniques in literatuthes
consensus  clustering techniques with  different
mechanisms to achieve the consensus, i.e.; Voting
mechanisms; Co-association matrix; Mutual Inforroati
and hyper-graphs; and a multi-objective consensus
clustering existing on literature. In this paper wWiscuss
these approaches and a comparative study is predent
that considers a set of experiments using two-déeal
synthetic data sets with different characteristicss
number of clusters, their cardinality, shape, hoerogjty
and separability, and a real-world data set based o
hands’ biometrics shape, in context of people’sepéal
recognition. With this data we intend to investaahe
ability of the consensus clustering algorithms @amrectly
cluster a child and her/his parents. This has aarerous
business potential leading to a great economic &alu
since that with this technology a website can matata,

as hands’ photographs, and say if A and B are eslat
somehow.

We conclude that, in some cases, the multi-obgctiv
technique proved to outperform the other technigaed
unlike the other techniques, is little influenceg foor
clustering even in situations like noise introdantiand
clusters with different homogeneity or overlapped.
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Furthermore, shows that can capture the performanice
the best base clustering and still outperform &gRrding

to real data, no techniqgue was capable of idemtgdya
person’s mother/father. However, the research of
distances between hands from a person and its rfathe
mother, siblings, can retrieve the probability dfat
person being his/her familiar. This doesn’t enalie
identification of relatives but instead, decreasies size

of database for seeking the matches.

Keywords— Consensus clustering, Hand biometrics,
Hand geometry recognition, Hierarchical clustering
algorithm, Validation.

l. INTRODUCTION
The clustering methods are a powerful tool in data
analysis because they allow, often without any ey
information of the data structure, identifying natu
clusters. Due to this, data clustering algorithras/eh
applications in several areas, from medicine toketamg,
or from image processing to taxonomy. In clustering
analysis, given a set of elements, is intendediémtify
clusters of these elements such as members ofathe s
cluster have very similar patterns, and elements of
different clusters have very different patterns.eTh
attainment of these clusters depends on the cingter
method used, that is, on choices inherent to théads,
such as clustering criteria, number of clusters ismithl
conditions. The use of different clustering methéaisa
given data set, or the use of the same method kbt w
different initializations (various parameters asatax
with the method) can produce different clusteriigcing
thereby the problem of choosing one of these alungte
or determining a consensus clustering which is the
combination of different clustering obtained (thasé
clustering), in order to obtain a better clusteriAgoetter
clustering usually is understood as a more stableyst
and consistent clustering, intending to represetdta set
in a natural structure in clusters.
Different consensus clustering techniques have been
proposed which may result to several different eosss
clustering for the same base clustering. In thiskywave
propose to analyze the performance of the different
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consensus clustering techniques comparing theecingt
obtained and the known truthful clustering. Amoigns
matching indexes suggested in the literature, waiegp
the Adjusted Rand Index because it is one of thetmo
popular quantifying the proportion of pairs in agment

of two clustering. The consensus clustering tealscfor
analysis are: i) the traditional: th¥oting K-Means
algorithm [1], the EACEvidence Accumulation
Clustering[2], another based on Mutual Information and
hyper graphs [3], [4]; ii) a multi-objective appria
MOCLE- Multi-objective Clustering Ensembl[é&4]. The
base clustering is obtained from hierarchical erisg
algorithms, namely Single-Linkage Complete-Linkage
Average-Linkageand the Ward method. We evaluate
these approaches with an empirical study usindicaati
and real-world data sets, being the artificial datish
different characteristics regarding number of dust
cardinality, cohesion and separability. Furthermdre
multidimensional real-world data set is achieveatigh
biometrics of hands images which are related topleeo
recognition. This work is intended to investigatee t
possibility of parental recognition using biometriaken
from hand images.

Several researches have been developed on the hand
biometrics recognition area. Different biometric
techniques have emerged, as techniques based a@n han
shape, hand geometrics and on palm print. The igobs
based on hand shape have shown great accuracy since
they are capable to achieve almost 100% of people’s
recognition, as the works [18], [19]. Likewise, our
recent work we achieve 100% of recognition for some
considerable samples of hand set [21]. The abibty
identify a person by his hand image can be helgtul,
instance, for parental relationships identificatidrhere
are situations where it's necessary to identify tivhe a
person is another person’s child, for examplehm ¢ase

of children that went missed. Although one can ase
genetic test to identify parenting of a child, the
photography of the hand is fast, cheap, no needafor
technique and can be used remotely to query ameonli
database.

This paper is organized with the following struetur
Section 2 is devoted to the hierarchical clustering
consensus clustering algorithms and validationxedgof
interest for this work. Section 3 addresses realdvo
biometric application, namely patterns of recogmitby
hand shape biometrics. It follows the work methodgl
developed to analyze the performance of the comsens
clustering techniques in Section 4. Results and
conclusions are provided in Section 5 and 6, rasEdy.
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Il. HIERARCHICAL CLUSTERING,
CONSENSUS CLUSTERING AND
VALIDATION
2.1 Hierarchical clustering algorithms
A hierarchical clustering algorithm produces a &iehy
of partitions, represented in a dendrogram. The
agglomerative hierarchical algorithm considers fiist,
each element of the data set as a cluster, and then
successively aggregate pairs of clusters unticlalters
are combined into a single cluster containing &k t
elements. These algorithms are the most often ased
this work addresses these algorithms, and henbefast
refer only to these algorithms.
The methodology of sequentially aggregate clusters
based on proximities or similarities matrix contaqthe
distance between clusters. According to this pribgim
matrix and in accordance with the shortest distattoe
clusters are aggregated forming a new cluster. ,Twéh
a new cluster, distances are recalculated and hence
obtaining a new proximity matrix. The process goes
and ends with all elements in the same cluster. The
representation of this process can be seen on a
dendrogram, which is a hierarchy of partitions. e&tch
level of the dendrogram, there is defined a partitvith a
specific number of clusters. In our studies, béingwn
the structure in clusters of the data sets andecprently
the number of clusters we fix a level obtainingaatition
or clustering.
Different definitions of distance between clustirad to
different aggregation methods, and then different
hierarchies, hence different clusterings for theesalata
set. For the same aggregation method, existingreifit
definitions of distance between elements, can condu
also to different clustering. In our studies wasidered
the Euclidian distance between elements, and the
following aggregation methodsSingle-Linkage (SL),
Complete-Linkag€CL), Average-Linkag€AL) andWard
(W). Having different clustering for the same dsg¢d, the
consensus clustering is a contribution towards the
resolution of this problem.
2.2 Main methodologies of consensus clustering
processing
The various consensus clustering techniques con$ist
two principal steps: Generation, defining how toduce
the set of individual clusterings to combine; Corses
Function, describing how to combine them to finé th
consensus clustering. In the Generation step, akver
clusterings to combine must have certain diversity
between them, providing more information in the
processing of consensus [7]. On second step, the
Consensus Function combines these individual cingi®
to obtain the consensus clustering. The Consensus
Function is so the main step, and can be based for
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instance, on Voting, Co-association Matrix, Grapid a
Hyper graph Partitioning, Information Theory, Fit
Mixture Models, Genetic Algorithms. Additionallypmse
consensus functions are based on more than oresé t
approaches [11]. The methodologies of consensus
clustering can be classified as traditional or mult
objective. While traditional aims to get a consensu
clustering, the multi-objective can find more thane
consensus clustering.

2.2.1 Methods based on the traditional approach

The important contributions based on the traditiona
approach are the works of, Fred [1], Fred and [Biand
Strehl and Ghosh [3], [4]. Also are perhaps, thestmo
referred in the literature.

In [1], the Consensus Function is based on Votind a
Co-association Matrix. Is countered the numberirok$
that pair of elements is in the same cluster indifferent
clustering. This number is set on a matrix, the co-
association matrix. The consensus clustering isnéaor
putting in the same cluster, pair of elements hgarco-
association value higher than 0.5 (the threshold- pr
defined). In [2] the EAC (Evidence Accumulation
Clustering) technique, the co-association matrixing1],

is represented by a graph. The weak links betweees
are cut by a threshold called “highest lifetime”hiah
corresponds to the minimum weight in the edgess Thi
analogous to cut the dendrogram produced by SL
algorithm, at a level, where the lifetime, the rangf
threshold, is obtained by the distance between two
consecutive levels on the dendrogram, where foh eac
level is delivered a clustering with k clustersdatie
range with the highest value is selected as thsermus
clustering [11]. In [3], [4], the consensus clustgris
achieved by an optimization problem, the maximati

of the Consensus Function and hyper graphs

representations. The Consensus Function is based on

Mutual Information [10]. There are three proposed
algorithms based on hyper graph representation and
partitioning algorithms: CSPA - Clustbased Similarity
Partitioning  Algorithm HGPA - Hyper Graph
Partitioning Algorithm and MCLA - Meta-Clustering
Algorithm The partitioning algorithms used are METIS
[8] and HMETIS [9]. The result of each one of these
algorithms is a consensus clustering. The finakeasus
clustering is one of these clusterings that shamest
information with the others.

2.2.2 Methods based on multi-objective approach

The most common clustering techniques use only an
objective function which allows obtaining a single
structure, limiting the knowledge that can be etwd
from the data. The techniques, by which the clirsger
are obtained by multi-objective optimization, hathe
intention to overcome this limitation hence it hisd
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simultaneously with more than one objective funttio
called multi-objective clustering algorithms. Ong the
main multi-objective clustering algorithms is MOCK
Multi Objective Clustering with automatic K-
determination[12], which is able to find structures in
clustering with multi criteria and also determinie t
number of clusters which, many times is diffica the
structure of the data may be unknown. The MOCKdind
different structures in clustering with differenimber of
clusters. By the clustering in the optimal setRafreto
decides, through an evolutionary multi-objective
algorithm, PESA Il —Pareto Envelope based Selection
Algorithm [13] and two objective functions, which are
compactness and connectivity of the clusters tamibe

on the optimization process. The compactness is
measured by the variance intra-cluster, and coivikyct
reflects the degree in which elements of differdnsters
are placed in the same cluster in the new clugerin
Considering that multi-objective clustering algbnits can
find many solutions, usually lead to more difficult
analysis by domain experts. Thus, the consensus
clustering multi-objective allows to give an answethis
problem. The multi-objective consensus clustering,
MOCLE - Multi- Objective Clustering Ensembj&4], is
related to both, multi-objective algorithms and semsus
clustering techniques in the optimization proce®3],[
[24]. The MOCLE applies an evolution process to
individual clusterings and pairs of the resultiigstering
are combined iteratively by a consensus clustering
technique to optimize the criteria, resulting incmsensus
clustering. The MOCLE uses individual clusteringstlae
initial population in an evolutionary algorithm leason
Pareto, the genetic algorithm NSGA-IINon-dominated
Sorting Genetic Algorithm[22], which only uses
crossover operator of the individuals. In combioatof
clustering pairs, it uses a graph representatich the
MCLA algorithm. The graph is partitioned into k farby
METIS partition algorithm, being k the number of
clusters of the resulting clustering of this conattion and

is randomly chosen within the range of the numbier o
clusters of the two combined clustering. The optation
criterion is defined by objective functions in tgenetic
algorithm, considering a semi-supervised context,
consisting of usage of knowledge of a partitiorclnsters

of the data set. The objective functions are three,
compactness, connectivity and "information gain'iclih

is based on the concept of entropy of Informatitvedry
[10].

About the optimal set in the front of Pareto based
multi-objective clustering scenario, differences ftine
assignment of only one element to a different elugt
two partitions can result in different values ofeth
measures optimized. Hence, this can result in akvery
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similar partitions in the approximation of Paretdrent
obtained. By this fact, MOCLE generates a concieot
solutions that are representative of the Paretoomtf
hence finding high quality partitions according tteeir
clustering criteria [25].
2.3 Validating clustering
The current procedure is to calculate, for eaclstehing
obtained, the value of validity indexes, for instanby
the analysis of cohesion or homogeneity and sepityab
of their clusters, allowing to compare them. Theious
criteria of partition validation, in accordance hvithe
strategy adopted, can be classified in externédfive or
internal [6].
Indexes of internal validation evaluate a partitidar
instance, by the separability and homogeneity @& th
clusters. Indexes of external validation evaluapaition
comparing it with the reference partition, usuably
knowing the “real” partition, as the ind&djusted Rand
[5]. Indexes of relative validation compare two tjjams,
many times applying the same indexes as in external
criteria.
Considering the hierarchical base clustering and th
consensus clustering, we propose to evaluate theaxy
of these partitions by external criteria, comparitig
partitions obtained and the known partition througRl
index.
In this study, situations in which the partitionufa by
the multi-objective procedure is close enough te th
structure in clusters which are underlying the data
particularly for the simulated data sets, are fithigd.
Il HAND’S BIOMETRICS FOR

RECOGNITION
It has been long known that people’s hands diffiethieir
size and shape, and that these differences casdibta
distinguish one person from another. Many geometric
characteristics of the hand can be measured ardl tose
distinguish identity. For example, measurements ag
length width, area, perimeter and thickness, aiquento
an individual. Also, combinations of these measw@ets)
such as the ratio of length to width, can be usitd good
effect as identity discriminator. Recognition syste
based on hand biometry are one of the oldest rétmgn
systems, and have been developed in recent decades.
Researches in the field of biometrics found thag th
human hand contains features that can be used for
personal identification, as geometry and shape. [25]
biometric system of hand’s geometry recognitiorramots
the most relevant hand features, and with thesgesdhe
identity of the person [16]. Some properties ofsthe
systems are medium cost, as it needs a platformaand
resolution camera, use low-computational cost
algorithms, leading to fast results and very eamyg a
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attractive to users. An important issue is that the
information is collected automatically which coddng
ethical problems, but the automatic systems cary onl
proceed to the identification after the person arities.

Since the 70’s, several authors aim measuring hand
characteristics and capture some features for pgrso
identification. From there, have been increasing th
contributions, which developed many systems and
different sets of hand features were identified.oSeh
features are, for instance, length and width offihgers,
thickness, area, perimeter and height of the palndfand
finger deviations. Hand geometry recognition system
comprise several steps, such as images acquisfiien,
processing the images, detection and measuremehe of
feature points, features extraction, including the
construction of the data base, and lastly the neitiog
[21]. Different systems have different forms of
processing, at least in one of the steps above.yMan
authors apply in their studies biometrics as pahintp
hand gesture and hand shape. The algorithm awaiktbl
[17] of a recognition system based on the shape and
silhouette of the hand, consist of three steps. fiilsé
refers to image processing, where each hand image
undergoes a process of normalization of its comichich
encompasses segmentation, localization of extresiti
ring artifact removal and registration of fingerglanrist.

In this step, the hands images are converted ixelg
The second is the feature extraction, where isiegphe
Independent Component Analysis (ICA) on hands
images. The third step is the recognition. Two edéht
architectures were proposed for the recognitione B
the high dimensionality of the pixels of an imatiere is

a reduction stage prior applying the PCA (Principal
Component Analysis). In our experiments, the feztur
are extracted from those algorithms. We apply the
algorithms at the first and second steps, not the
recognition phase. As in a recent paper [21] wasvsh

by these features and the hierarchical clustering
algorithms, it is possible to identify people wigreat
percentage of correct identification. Now, we irigste

if it's possible to identify peoples parents basedhis.

IV. EXPERIMENTAL DESIGN

This work proceeds to computational implementaiion
Matlab of the clustering algorithms, individualsdathe
consensus, as well as the clustering validatiorexnd
which was referred. For obtaining the individual
clusterings we consider the hierarchical clustering
algorithmsSingle LinkaggSL), Complete Linkag€CL),
Average linkage(AL) and Ward method. Cutting on a
determined level of the hierarchy, one gets a toamti
(according to the known partition). As traditional
consensus clustering, we employ tketing K-Means
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algorithm (Tec.1), the EAC (Tec.2) and the ones based on
Mutual Information and hyper graphs (Tec.3). Regayd

to the multi-objective technique, we use the versid
MOCLE (Tec.4), available at the server laboratdiryhe
Intelligent and Distributed System of the Federal
University of Sdo Carlos, Brazil. Regarding thisheique

and unlike the traditional ones, the resulting emssis
clustering can be more than one. Despite this,him t
results, we show the one with greater ARI value. We
proceed to a series of experiments for performance
analysis and comparison of these different appresach
The evaluation of the clustering obtained is penied
using theAdjusted Rand IndeXARI) comparing them
with the known partition.

In the set of experiments performed are considering
simulated data, taking different situations coni&rn
dimensions of the data sets, number of clusters and
number of elements that constitute the differensters,
their internal cohesion and separability. We alsosaer
data sets with added noise and data sets withapet
clusters. Regarding the real-world data set, iteisted
with a parental recognition by the system basetiamds
shape mentioned above. We aspire to investigate by
consensus clustering, whether it is possible td fine

parents of a child through the picture of the righnd.
This matter has applications for example, in idgmg
parents of people who were lost at an early agenglu
natural calamities and wars. Also, if we want takn
who is the father (and the mother) of a person,camnot
perform genetic testing to all people, as it wobédvery
expensive among many other restrictions. If thedhan
images constitute a database of the potentialcheglithe
probable parents to a much smaller number, weaatiag
money. That's the idea, reducing the size of demand
without the need to identify exactly who is thehfat or
mother.

A description of each data set is given below.

Simulated data sets

In Fig. 1 to Fig. 5 are represented the 2-dimeradion
simulated data sets used in our experiments amdhie 1
are the details of those data. The data sets atle wi
random data (according to their partition into tdus) and
Normal distribution. Some of them are data setsl uge
others papers. There are five data sets assignedgD
D2-3g, D2-3gr10 (data sets D2-3g, with 10% noife);
10g [20] and D4-10gSS [20] (data set D4-10g, withou
overlapped clusters).

Table 1: Details of the simulated data sets. Datagyated by Normal distribution,
N(u, o) whereu is the mean and? is the variance. D is the dimensionality, C thenfer of clusters, Ni the number of
data elements for cluster i, OC and AN means ope#d clusters and add noise, respectively. The migitee are generated
by Uniform distribution U(a,b) where (a,b) is thepport interval.

Name D| C Ni Source oC AN
C1:N((0.5,0),(0.05,0.05)) , C2: N((—1,4),(0.2,0.2))
D1-4g 2| 4 | 15x35%x35x35 C3:N((2,0),(0.2,0.2)) , C4: N(2,3.5),(0.2,0.2)) No No
C1:N((—1,0),(0.25,0.25)) , C2: N(1.5,2.5),(0.25,0.25))
D2-3g 2| 3 3x50 C3:N((8.5,10),(2.25,2.25)) No No
C1:N((-1,0),(0.25,0.25)) ,
C2: N((1.5,2.5),(0.25,0.25)), U(3,4)
D2-3gr10 | 2 3 50x56x59 C3:N((85,10), (1.5.2.25)), U(6.7) No Yes
25%5 Ci: N(([0,50],[0,50]), ([0.1,0.3],[0.1,0.3])) i=1,..10
D4-10g | 2 | 10 50x5 ' P R S Yes| No
Ci: N(([0,50],[0,50]), ([0.1,0.3],[0.1,0.3])) i=1,...,10.
25%5 For each 2 clusters, @, ¢;)>3(o), + 0;) wherec, andc; are
D4-10gSS| 2 | 10 50%5 & CUPS0k T 01) G ANCE No | No
the center points respectively [20].
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In order to carry this research, the experiments ar
performed over the hand images. Our hand images
database consists of right hand images (palm augefs)
from 187 persons, parents and children, and 3 hand
271 features per image we
extracted using the algorithms, available at thedBorus
Hand Database [17]. Those features are based drattte

images from each person.

shape silhouette.

This hand images database was created to develop a
parental biometric recognition system, and the waiq
constraint is the hand must be placed ober a black
background. All images were acquired through normal
mobile phone, in different situations of luminosind
proximity, or scanner. These images initially sawesl
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L
30 40 50

Fig. 5: Representation of data set D4-10gSS.

JPG images, were converted to bitmap images with
382x525 bits definition, 588Kb, with color image
resolution. The features of these images were @gtisby

the algorithms described in [17]. These algorittatasted

by normalize the hand shape, procedure that extthet
hand region from the background, detects and loesili
the hand extremities. The data set to clusteringthay
hierarchical and consensus clustering algorithms ar
created by the features extracted using Independent
Component Analysis, which consist on coefficients
statistically independents of sources pixels of chan
images. The experiences based on normalized hand
images were performed on families formed by fathers
mothers and children. Our goal is to take a pey'son
photos (with 3 photos) and see if someone else
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corresponds to it in terms of father, mother odisip
This will happen if they are placed together in #zane
cluster. So, we analyze different databases comsiglel)

o e
Fig. 6: Six example

V. RESULTS AND DISCUSSION

The results obtained in the experiments are predeom
Tables 2 - 4. First, focusing on simulated dats seid
observing the results of the ARI values on Tabldn2,
accordance with the partitions having clusters with
different cardinalities, even having close clust@4-4g
and D4-10gSS) or overlapped (D4-10g), most of the
individual hierarchical clusterings show approxietat
the same and a good performance, as well as the
consensus clustering techniques. Now, for the tpar$
with clusters having big difference between them
regarding to the homogeneity and close clustersa@®3

or with data noise added (D2-3grl0), the individual

hierarchical clusterings show different performance
between them, as also the consensus clustering
techniques. In fact, some individual hierarchical

clusterings, as some consensus clustering technique
present relatively better performance than othéns.
general, the performances of the consensus clogteri
techniques are affected by the performance of the
individual clusterings. One can say that the penfoice

of the traditional techniques is in accordance wvile
performance of most of individual clusterings. Oret
other hand, the multi-objective technique seemdeéo
influenced by the clustering with good performaace

not by most of them, as the examples D2-3g and @#-1
Moreover, it can outperform the individual clusteys
(see D4-10gSS).

Noting Table 3, for the real-world data sets, dedlifrom
databases of hand images of parents and theirrehijld
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fathers and children (F); 2) mothers and childrg); (3)
siblings (S) and 4) the family, i.e., parents amhddcen
(P). Some of these images are illustrated in Eig. 6

S 61‘ hand images of six diffepemsons in our database.

the ARI values of consensus clustering techniquenat
reveal a great performance. But, despite that,oimes
cases regarding to the database and the consensus
clustering technique, the ARI values are closequaéto
0.30, it reveals that, it's possible to exist scmgeeement

or association between the parents and childreth ¥e
purpose of finding out this association, we canklabout
finding the distances between a child and his/atrefr, or
mother or siblings, by the features extracted fritwir
hands. Because, as the clusters are formed by the
distances and the ARI values suggest that the tsaael
children are not so close, we want try to know Hamis a
child from his/her parents. This is another arialg$ this
framework. The procedure is: we get a person'sqoand
calculate the distances to all others photos. Hpvh
hand images for each person, and calculating the
distances between each two people, we have 9 destan
Our statistic is the distance between each twoopers
using the minimum of these 9 distances. Analyzing t
distribution of these distances for all the peaglews us

to verify, for instance, if A has his/her fatherotimer or
sibling among 10% of the closest persons. According
the probability of a child have his/her father,ther or
sibling among 10% of the closest persons, if ids f
instance 95%, then the search for the parent bofld can

be reduced for the 10% of the closest people in the
database.

In respect to the distances between people indtabdse,

we search to fulfil the sentence: “Running the hand
images of a person by the database where M ise tser

Page | 40



Vol-3, Issue-3, March- 2016]

ISSN: 2349-6495
by the database where are the father, mother and a
brother, there is 95% probability of at least oretle
family be in the half of those closest. This doesailow
the identification of one of the relatives but aastrict
the search space for half, for instance, in a gehext.

International Journal of Advanced Engineering Research and Science (IJAERS)

the probability P of be identified among p closest
persons.” We consider, M= {father, mother, siblirag,
least one of these familiar} and p= {10%, 25%, 50%]}
The probabilities P are on Table 4. According testh
results, we can state that running hand imagespefson

Table 2: For each simulated data set, the ARI w&hfethe, A- individual clusterings; B- consenslustering techniques

A B
Data sets Algorithm ARI Data sets | Technique ARI
SC 0.8143 Tecl 0.9823
CL 0.9823 Tec.2 0.9823
D1-4 D1-4
9 AL 0.9823 9 Tec.3 0.9823
W 0.0823 Tecd 0.0823
SC 0.5584 Tec.l 0.5584
CcL 0.4448 Tec.2 0.5681
D2-3 D2-3

9 AL 0.5584 9 Tec.3 0.5681

W 1 Tec.4 1
SC 0.3500 Tec.l 07274
CcL 0.7937 Tec.2 0.7274
D2-3gr10 AL 0.3500 D2-39r10 —=2 3 0.7937
W 0.7937 Teca 0.7937
SC 0.7681 Tecl 0.9402
CL 0.9518 Tec.2 0.9377
D4-109 AL 0.9402 D4-109 Tec.3 0.9402
W 0.9402 Tec.d 0.9518
SC 0.9945 Tecl 0.9946
0410055 CL 0.9946 Tec.2 0.9946
AL 0.9946 D4-10gSS [ Tec.3 0.9946

W 0.0946 Tecd 1
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Database Technique ARI
Tec.1 0.1571

= Tec.2 0.3032
Tec.3 0.2280

Tec.4 0.2463

Tec.1 0.2030

M Tec.2 0.2901
Tec.3 0.2460

Tec.4 0.2299

Tec.1 0.2711

S Tec.2 0.2875
Tec.3 0.2414

Tec.4 0.2915

Tec.1 0.1283

p Tec.2 0.2165
Tec.3 0.1762

Tec.4 0.1883

Table 3: ARI values of the clustering accordinghe database and the consensus clustering technique
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Table 4: The entries are probabilities of

M be am@nof closest persons of a child.

M\p 10% 25% 50%
Father 29,3% 53,3% 79%
Mother 40% 57,5% 78%
Sibling 52,2% 76% 94%
A familiar | 64,2% 85% 95%

VI. CONCLUSIONS
In this paper we proposed to analyze the performanic
some of the approaches most referred in literatfre
consensus clustering. The traditional and multeotiye
consensus clustering techniques have differentecmus
functions applied to individual hierarchical clushgs.
The experiments were performed by simulated anl rea
world data sets. For the simulated data sets, we ca
conclude that the traditional consensus clustering
algorithms are more susceptible to the existence of
individual clustering of worse quality than MOCLE
algorithm.
Regarding the real data sets, these are derived Hisnd
images of parents and children. Each one of ttreages
provides 271 features extracted from shape of Hrels
This work was intended to identify the father orthew of
a person by consensus clustering techniques. Al th
techniques presented approximately the same
performance, and not a good one. Although the
performances of these consensus clustering havieeeot
good, meaning that, by the ARI values, parentstaei
children are not close enough to be placed in #mes
cluster, the ARI values allowed to conclude thag¢ th
consensus clustering and the real clustering ateimo
total disagreement, i.e., there are some proxibetyveen
parents and their children. So, in another analythis
obtaining of the distances between all the peop&bles
to conclude that, regarding a person that has dtieef,
mother and/or a sibling in the database, there gseat
probability of at least one of them be in 50% af thosest
persons. This is a good result that, although duss
enable to identify the parents of a child, instealtbws
reducing the domain of research substantially.
As final remarks we must refer that most of the chan
images were taken with a mobile phone and at differ
conditions, as luminosity, which may be loss makwg
believe that, being the collection of images mage b
scanner, the results by the consensus clusteriiibeav
predictable better. Thus, this is reserved fortar&uwork.
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