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ABSTRAK. Pemrograman Fraksional Linear (Linear Fractional
Programming) merupakan pengoptimuman fungsi objektif yang
berupa fungsi rasional. Dalam tulisan ini akan dibahas Pemro-
graman Fraksional Linear (PFL) dan penyelesaiannya dengan meng-
gunakan Transformasi Charnes-Cooper yang mengubah pemrogram-
an fraksional linear menjadi pemrograman linear, dan penyelesa-
ian PFL dengan menggunakan Algoritme Dinkelbach. Selain itu,
dibahas pula salah satu aplikasi PFL dalam masalah transportasi.

1. PENDAHULUAN

Dalam beberapa aplikasi masalah pemrograman taklinear, fungsi ob-
jektif yang dimaksimumkan atau diminimumkan berupa rasio dari dua
buah fungsi. Dalam terapan lain, fungsi objektif dapat mempunyai
lebih dari satu rasio. Masalah pengoptimuman rasio sering disebut
Pemrograman Fraksional (Fractional Programming/FP). Jika hanya
satu rasio yang dioptimalkan, maka masalah tersebut dinamakan Pe-
mrograman Fraksional Rasio Tunggal (single-ratio FP), sedangkan jika
lebih dari satu rasio yang dioptimalkan dinamakan Pemrograman Frak-
sional yang Diperumum (generalized FP) atau maz-min FP (Schaible
& Shi 2004, Frenk & Schaible 2004). Pemrograman Fraksional Lin-
ear (PFL) adalah salah satu jenis dari PF, yaitu bila fungsi-fungsi
dalam fungsi objektif masalah PFL merupakan fungsi affine (linear
dan konstan) dan daerah solusi fisibelnya merupakan polihedron yang
merupakan himpunan konveks.

Bentuk umum dari PFL adalah sebagai berikut:

Minimumkan /maksimumkan fungsi objektif
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terhadap
n )
Zaijxj S bi, 1= 1,2,... , My,
j=1
Zaijl'jzbi, t=my+1mi+2,...,ma, (1.2)
j=1
Zai]‘l‘j :bi, i:m2+1,m2+2,... ,m,
j:]- Y,
ZL’jZO, j:1,2,...,n1 (13)
dengan my; < mgy <m, n; <n, dan D (x) # 0,Vx = (21,22, ... ,2y,)

di S, dengan S adalah himpunan solusi fisibel (daerah fisibel) yang
didefinisikan oleh kendala (1.2) dan (1.3). Karena D (x) # 0 Vx € S,

maka tanpa mengurangi keumuman, diasumsikan bahwa
D (z)>0,Vz € S. (1.4)

Kasus D (z) < 0 tetap dapat diselesaikan dengan metode yang sama
dengan cara mengalikan P (x) dan D (x) pada fungsi objektif masing-
masing dengan (—1). Diasumsikan pula bahwa semua kendala dalam
sisitem (1.2) saling bebas linear sehingga rank dari matriks A = (a;;), ...
adalah m. Karena untuk menentukan nilai z yang meminimumkan
@ (z) dapat dilakukan dengan menentukan nilai x yang memaksimumkan
—@ (), maka untuk selanjutnya, masalah PFL yang dibahas dalam
tulisan ini adalah masalah maksimisasi.

Dalam Bajalinov (2003) diberikan beberapa definisi yang akan digu-
nakan dalam pembahasan masalah PFL sebagai berikut. Vektor z =
(1,29, ... ,,) yang memenuhi kendala (1.2) dan (1.3) disebut solusi
fisibel masalah PFL (1.1) — (1.3). Jika vektor z = (x1,22,... ,2,)
adalah solusi fisibel dari masalah maksimisasi (minimisasi) PFL (1.1)
— (1.3) dan memberikan nilai maksimal (minimal) untuk fungsi ob-
jektif @ (z) pada himpunan fisibel S, maka vektor = adalah solusi
optimal dari masalah maksimisasi (minimisasi) PFL (1.1) — (1.3).
Suatu masalah maksimisasi (minimisasi) PFL dikatakan dapat dis-
elesaikan (solvable) jika himpunan fisibelnya takkosong dan fungsi
objektif @ () mempunyai batas atas (bawah) hingga di S. Jika him-
punan fisibel S = @, maka masalah PFL tersebut dikatakan takfisibel.
Jika fungsi objektif @ (z) dari masalah maksimisasi (minimisasi) PFL
tidak mempunyai batas atas (bawah) yang hingga, maka masalah PFL
tersebut dikatakan takterbatas (unbounded).
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Dalam Bajalinov (2003) dikemukakan pula bahwa dalam banyak kasus
PFL adalah suatu Pemrograman Linear (PL) dengan melihat nilai-
nilai d; dan p;. Sebagai contoh: jika d; = 0,7 = 1,2,... ,n dan
dy = 1, maka PFL (1.1) — (1.3) adalah suatu PL. Bazaraa et al
(1979) mengemukakan bahwa jika S merupakan himpunan konveks,
maka fungsi () merupakan fungsi pseudokonveks dan pseudokonkaf
di S sehingga diperoleh kesimpulan antara lain maksimum lokal juga
merupakan maksimum global di daerah fisibelnya.

Beberapa metode penyelesaian PFL sudah dibahas, antara lain metode
grafik (Bajalinov 2003), Metode Tantawy (Tantawy 2007), Algoritme
Kombinasi (Shi 2001), metode titik interior dan masalah dual (Schaible
& Shi 2004) dll. Dalam tulisan ini PFL akan diselesaikan dengan meng-
gunakan metode simpleks dengan terlebih dahulu mengubah PFL men-
jadi PL melalui transformasi Charnes-Cooper (Bajalinov 2003). Dalam
bagian berikutnya akan dibahas pula algoritme Dinkelbach (Schaible
1976) yang bisa juga digunakan untuk menyelesaikan pemrograman
fraksional yang taklinear. Selain metode penyelesaian, dalam tulisan
ini juga diberikan beberapa aplikasi PFL di beberapa bidang beserta
contoh numeriknya.

2. TRANSFORMASI CHARNES - COOPER

Transformasi ini akan mengubah PFL menjadi PL. Akan ditun-
jukkan bahwa solusi optimal dari PFL dapat diperoleh dari solusi op-
timal PL.

Misalkan diberikan PFL dalam bentuk umum (1.1) — (1.3) dan didefi-
nisikan variabel-variabel

tj: ,j:1,2,...,n, tQ: (21)

dengan
D(x) =Y djz;+do. (2.2)
j=1

Dengan menggunakan ¢;,j = 0,1,...,n, maka fungsi objektif @Q (x)
dapat dituliskan dalam bentuk maksimumkan/minimumkan

L) =Yt (2.3
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Karena D (z) > 0 Vo € S, maka semua kendala dalam (1.2) dan (1.3)
dapat dikalikan dengan

sehingga diperoleh kendala-kendala
D (x)

—bito—f—zai]’t]’ < 0, 1= 1,2,... , My,
j=1

—bz-to—i—Zaijtj >0, i=mi+1,m +2,... ,mo, (24)

7=1
—bito—i—Zaijtj = 0, 1= mo + 1,m2 —|—2, ,m,
j=1

Ve

dan
t]ZO, j:O,1,2,,7’L1 (25)

Hubungan antara variabel z; dan ¢; dapat diperoleh dengan mengalikan

1
masing-masing persamaan pada (2.2) dengan D@ sehingga diperoleh
T

kendala baru
> dit;=1. (2.6)

Masalah PL (2.3) — (2.6) disebut suatu analog linear dari masalah PFL.
Jika himpunan fisibel S terbatas dan karena fungsi D (x) linear,
D (xz) > 0, Yz € S, maka lema berikut dapat dibuktikan.

Lemma 2.1. Jika vektor t = (to,t1,... ,t,) adalah solusi fisibel dari
masalah PL (2.3) — (2.6), maka ty > 0.

Proof. Misalkan vektor-vektor

o= (2,25, ,2)) dant’ = (t,,t],t, ... 1)

berturut-turut adalah solusi fisibel dari masalah asli PFL (1.1) — (1.3)
dan masalah PL (2.3) — (2.6). Andaikan ¢; = 0. Karena 2’ merupakan
solusi fisibel dari masalah asli PFL (1.1) — (1.3), maka 2’ memenuhi
kendala (1.2) — (1.3), dan karena t’ solusi fisibel dari PL (2.3) — (2.6),
maka ¢ memenuhi kendala (2.4) — (2.5). Jika masing-masing kendala
yang terkait dengan ¢’ dikalikan dengan A > 0 dan kemudian menam-
bahkannya dengan kendala yang berpadanan yang terkait dengan z’
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maka akan diperoleh

Zaij (l’;-'-)\t;) Sb“ 1= 1,2,... , My,
j=1
Zaij (2 + M) > b, i=my+1my+2,... my, (2.7)
j=1

Z%’ (2 + M) =b;, i=ma+1,me+2,...,m,
j=1 )

dan
(2 +Atf) >0, j=1,2,... ni.

Ini berarti bahwa vektor x’ + A’ adalah solusi fisibel dari masalah
PFL asli untuk sembarang A positif. Tetapi A dapat diambil sebe-
sar mungkin sehingga himpunan fisibelnya takterbatas. Kontradiksi
dengan asumsi bahwa S terbatas. O]

Sekarang akan ditunjukkan kaitan solusi optimal masalah PFL de-
ngan solusi optimal masalah analog linearnya.

Theorem 2.2. Jika vektor t* = (t§,t3,... ,t:) adalah solusi optimal

dari masalah PL (2.3) — (2.6), maka vektor x* = (x5, 2%, ... ,x}) meru-

pakan solusi optimal dari masalah asli PFL (1.1) — (1.8) dengan

1
* ] s
:z:j—%, j=1,2... n (2.8)

Proof. Bukti pernyataan yang diberikan hanya untuk masalah mak-
simisasi. Bukti untuk masalah minimisasi dapat dilakukan dengan cara
serupa.

Karena vektor t* solusi optimal masalah maksimisasi dari masalah
analog linear (2.3) — (2.6), maka berlaku

L) >L(t), VteT

dengan 7" adalah himpunan fisibel masalah analog linear (2.3) — (2.6).
Andaikan vektor x* bukan solusi optimal dari masalah maksimisasi
PFL (1.1) - (1.3). Maka terdapat vektor lain 2’ € S sehingga @ (z') >
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Q (z*) . Tetapi,

D_piT P ) Py Do
. j=1 2.8 j=1
Q@) = & e
* J
Zdjxj+d0 Zdj%—i‘do
7=1 7j=1

n
Z p;t; + potg Z p;t; + potg

J=1 2.6 j=1 2.3

> djt; + dot
j=1

Ini berarti
Q') > L(t"). (2.9)

Karena vektor 2’ merupakan solusi fisibel dari masalah asli PFL (1.1)
— (1.3) maka dapat ditunjukkan
th=(to, ty,th, ... ,t),
dengan
/
ty = D(le)’t;: D:ZE/)’ j=1,2,....n
adalah solusi fisibel dari masalah analog linear (2.3) — (2.6) dan memenuhi
L") > L(t").

Hal ini bertentangan dengan asumsi bahwa vektor t* merupakan solusi
optimal dari masalah maksimisasi PFL (1.1) — (1.3). Jadi vektor z*
haruslah merupakan solusi optimal dari masalah maksimisasi PFL (1.1)
- (1.3). O

Contoh:
Misalkan diberikan masalah PFL

8x1 + 9xy +4x3+ 4
2w+ 3mg+ 203+ 7

maksimumkan @ (z)

terhadap kendala
T+ a2+ 223 < 3
201 + 1o + 423 < 4
o1+ 3r9 +x3 < 15

z; >0, j=1,2,3.

Dengan Transformasi Charnes-Cooper diperoleh masalah PL yang berpadanan
dengan PFL ini yaitu

maksimumkan L (t) = 4ty + 8t; + 9ty + 4t3
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terhadap kendala
Tto + 2t1 + 3ty + 2t3
=3ty + t1 + to + 213
Ao + 2ty + to + At5
—15tg + 5ty + 3ty + 13

IAIAIA I
o o o =

t; >0,7=0,1,2,3.
Dengan menggunakan LINDO 6.00 diperoleh bahwa solusi PL ini adalah
t* = (0.066667,0.066667,0.133333,0) dengan L (t*) = 2.0,
sehingga solusi PFL adalah
" =(1,2,0) dengan nilai @ (z*) = 2.0.

3. ALGORITME DINKELBACH

Salah satu metode yang banyak digunakan untuk menyelesaikan frac-
tional programming (tidak harus linear) adalah dengan hampiran parametrik
yang diberikan oleh Dinkelbach (Schaible 1976). Untuk masalah PFL,
metode ini mereduksi solusi PFL menjadi solusi dari beberapa linear
Programming.

Misalkan diberikan masalah PFL dalam bentuk umum (1.1) — (1.3)
dan didefinisikan fungsi

F(\) = meag{P(x) —AD ()}, AeR
dengan S menyatakan himpunan fisibel dari masalah (1.1) — (1.3).

Theorem 3.1. Vektor x* adalah solusi optimal dari masalah PFL (1.1)
— (1.3) jika dan hanya jika

F(\) = max {P(z)=XN'D(z)} =0 (3.1)
dengan
. P
A= D () (3.2)

Proof. Jika vektor z* adalah solusi optimal dari masalah (1.1) — (1.3),
maka

P (x)
> D(gp),Vx eSs.

Ini berarti

P(x)—=X'D(z) <0, Vx € S.
Jadi

max {P (z) — A\*D (x)} = 0.

zE€S
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Sebaliknya, misalkan x* adalah solusi optimal dari
I??é‘{P () = A*D(z)} =0
maka
P(z)—XND(x) <P(z")—N'D(z*) =0, Vx € 8.

Ini berarti

P(x)—XD(z) < 0
P (x) P (x*)
< N = VorelS
D@ = " D@y C
Jadi z* adalah solusi optimal dari masalah (1.1) — (1.3). O

Teorema ini juga memberikan prosedur untuk menentukan solusi
optimal dari masalah PFL (1.1) — (1.3). Selain itu, karena D (x) >
0, Vo € S, maka

OF (\)
oA
sehingga fungsi F' (\) merupakan fungsi menurun dalam .

=—-D(x) <0,

Algoritme Dinkelbach
Step 1. Ambil (¥ € S, dan hitung AV :=
Step 2. Tentukan
(k) .— NG
A argrileag({P(x) A¥D (z)}.

, dan k := 1;

Step 3. Jika F ()\(k)) = 0 maka 2* = z® adalah solusi optimal.
Stop.
Step 4. Tentukan

NG r (x(k)).
D (z®))’
misalkan k := k 4 1. Lanjutkan ke Step 2.

Contoh:
Misalkan diberikan masalah PFL

P(ZL‘)_ SE1+II$2+5
D (z)  3x;+ 2w+ 15

maksimumkan @ (z) =

terhadap

3.731 + X2 S 6
21 20,2920

Penyelesaian PFL ini dengan menggunakan Algoritme Dinkelbach adalah
sebagai berikut:
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e k=1
1 20 =(0,00" €S

2. Selesaikan PL
max P (z) — A\ D (z) terhadap kendala (3.3),

dan solusinya adalah z() = (0,3)" .
F(AW) =1#0.
P(zW) 8
DG o . B
s D@Ly 21
o k=2.

1. Selesaikan PL
max P (z) — A¥ D (z) terhadap kendala (3.3),

dan solusinya adalah z® = (0,3)" .
F(A®) =o.
2. Proses selesai dengan solusi PFL adalah z* = (0,3)" .

4. APLIKASI

Aplikasi Fractional Programming antara lain dalam masalah mana-
jemen pengambilan keputusan seperti maksimisasi produktivitas, mak-
simisasi return dari investasi, minimisasi biaya/waktu, maksimisasi
dari output/input (Schaible & Shi 2004, Frenk & Schaible 2004). Ap-
likasi lain juga muncul dalam bidang lain, seperti dalam bidang kese-
hatan (Falk et al. 1992), bioinformatika (Leber et al. 2005), fisika dll.
Dalam (Bajalinov 2003) diberikan beberapa aplikasi PFL antara lain
dalam masalah transportasi, masalah perencanaan produksi, masalah
keuangan, masalah penentuan lokasi dll. Salah satu aplikasi dalam
(Bajalinov 2003) untuk masalah transportasi adalah sebagai berikut :

Sebuah perusahaan memiliki tiga gardu listrik yang menyuplai ke-
butuhan listrik untuk empat kota. Setiap gardu listrik dapat menyu-
plai listrik dengan kapasitas (dalam juta kwh/kilowatt-hours) yang
diberikan dalam tabel berikut:

‘ Gardu 1 Gardu 2 Gardu 3
Suplai (dalam juta kwh) | 35 50 40

Kebutuhan listrik pada saat beban puncak untuk masing-masing kota
tersebut diberikan dalam tabel berikut:

| Kota 1 Kota 2 Kota 3 Kota 4
Kebutuhan (dalam juta kwh) | 45 20 30 30
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Ongkos pengiriman 1 juta kwh listrik dari gardu ke masing-masing kota
diberikan dalam tabel berikut:
‘ Kota 1 Kota 2 Kota 3 Kota 4
Gardu 1 $8 $6 $10 $9
Gardu 2 $9 $12 $13 $7
Gardu 3| $14 $9 $16 $5

Keuntungan perusahaan yang diperoleh per 1 juta kwh listrik yang
disuplai adalah

‘ Kotal Kota 2 Kota3d Kota 4
Gardu 1 $5 $4 $4 $3
Gardu 2 $6 $2 $3 $4
Gardu 3| $10 $5 $6 $2

Sekarang, akan diformulasikan masalah tersebut menjadi suatu PFL
untuk memaksimumkan keuntungan yang diperoleh per 1 unit ongkos
pengiriman. Misalkan didefinisikan z;; adalah kuantitas listrik (dalam
kwh) yang dikirimkan dari gardu-i ke kota-j, untuk i = 1,2,3 dan j =
1,2,3,4. Misalkan total keuntungan perusahaan didefinisikan sebagai

P(x) = bxy + 4wy + 4x13 + 3w +
6191 + 290 + 393 + 4oy +
101’31 + 5ZL’32 + 61’33 + 2$34,

dan total ongkos yang dikeluarkan perusahaan adalah
D (x) = 811+ 612 + 10213 + 9214 +

9291 4+ 12299 + 13193 + 704 +
14231 4+ 9239 + 16233 + dx34.

Maka fungsi objektif yang harus dimaksimumkan adalah

Kendala yang dihadapi perusahaan ada dua macam. Pertama, total
listrik yang dikirimkan dari masing-masing gardu tidak dapat melebihi
kapasitas setiap gardu (kendala suplai), yaitu

T+ T2+ 213214 <35,
To1 + Tog + Tog + x4 < 50,
T31 + X32 + w33 + w34 < 40.

Kedua, setiap kota harus mendapat listrik yang cukup untuk memenuhi
permintaannya (kendala permintaan), yaitu

T+ T + w31 > 45,
T12 + oo + w32 = 20,
T13 + o3 + w33 = 30,
T1g + Tog + 34 > 30.
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Selain itu harus dipenuhi kendala ketaknegatifan

[1]

2; >0,i=1,2,3; j=1,2,34.
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