
Journal of Intelligent Systems, Vol. 1, No. 1, February 2015              ISSN 2356-3982 

Copyright @ 2015 IlmuKomputer.Com             1 
http://journal.ilmukomputer.org 

 

Two-Step Cluster based Feature Discretization of Naïve Bayes  
for Outlier Detection in Intrinsic Plagiarism Detection 

 
 

Adi Wijaya 
Graduate School of Informatics Engineering, STMIK Eresha 

Email:adiwjj@gmail.com 

 
Romi Satria Wahono 

Faculty of Computer Science, Dian Nuswantoro University 

Email: romi@brainmatics.com 

 

 
 
Abstract: Intrinsic plagiarism detection is the task of analyzing 
a document with respect to undeclared changes in writing style 
which treated as outliers. Naive Bayes is often used to outlier 
detection. However, Naive Bayes has assumption that the 
values of continuous feature are normally distributed where 
this condition is strongly violated that caused low classification 
performance. Discretization of continuous feature can improve 
the performance of Naïve Bayes. In this study, feature 
discretization based on Two-Step Cluster for Naïve Bayes has 
been proposed. The proposed method using tf-idf and query 
language model as feature creator and False Positive/False 
Negative (FP/FN) threshold which aims to improve the 
accuracy and evaluated using PAN PC 2009 dataset. The result 
indicated that the proposed method with discrete feature 
outperform the result from continuous feature for all 
evaluation, such as recall, precision, f-measure and accuracy. 
The using of FP/FN threshold affects the result as well since it 
can decrease FP and FN; thus, increase all evaluation. 
 
Keywords: intrinsic plagiarism detection, naïve bayes, feature 
discretization, two-step cluster 
 

1 INTRODUCTION 
The problem of plagiarism has recently increased because 

of the digital era of resources available on the web (Alzahrani, 
Salim, & Abraham, 2012). As a result, automated plagiarism 
analysis and detection receives increasing attention especially 
in academia (Maurer & Kappe, 2006). Intrinsic plagiarism 
detection (IPD), introduced by Meyer zu Eissen and Stein 
(2006), more ambitious since no reference corpus is given 
(Meyer zu Eissen, Stein, & Kulig, 2007) (Tschuggnall & 
Specht, 2012). IPD is a method for discovering plagiarism by 
analyzing a document with respect to undeclared changes in 
writing style (Stein, Lipka, & Prettenhofer, 2011). Since 
significant deviations in writing style are treated as outliers 
(Oberreuter & Velásquez, 2013); so, in IPD, outlier detection 
is important step.  

Many studies have been published related to quantify 
writing style then detect its deviation writing style, such as 
using character n-gram profile as stylometric feature 
(Stamatatos, 2009b), word n-gram and word frequency 
(Oberreuter & Velásquez, 2013) and grammar tree as 
syntactical feature (Tschuggnall & Specht, 2012). Their 
approach still not produces excellent result due to unable to 
detect writing style change as outlier because writing style with 
small change (Stamatatos, 2009b), writing style change in short 
text (Oberreuter & Velásquez, 2013) and sentences with few 

words do not have a significant grammar tree and are therefore 
not detected (Tschuggnall & Specht, 2012).  

This lack of outlier detection need to be solved and machine 
learning approach can be used for outlier detection (Chandola, 
Banerjee, & Kumar, 2009). One of algorithm to tackle this 
problem is Naïve Bayes (NB) since NB is often used to outlier, 
anomaly or novelty detection  (Alan & Catal, 2011; Bahrepour, 
Zhang, Meratnia, & Havinga, 2009; Kamra, Terzi, & Bertino, 
2007; Lepora et al., 2010). NB is fast, easy to implement with 
the simple structure, effective (Taheri & Mammadov, 2013). 
NB classifier continues to be a popular learning algorithm for 
data mining applications due to its simplicity and linear run-
time (Hall, 2007). 

However, NB has assumption that the values of continuous 
attributes are normally distributed within each class (Baron, 
2014; Jamain & Hand, 2005; Soria, Garibaldi, Ambrogi, 
Biganzoli, & Ellis, 2011; Wong, 2012) where in many real-
world data sets, this condition is strongly violated  (Soria et al., 
2011) and caused low classification performance (Yang & 
Webb, 2008).  

With empirical evidence, discretization of continuous 
attributes can simplify data and improve the efficiency of 
inductive learning algorithms (Li, Deng, Feng, & Fan, 2011). 
Many discretization methods have been proposed to improve 
the performance of  NB classifiers in terms of both time and 
accuracy (Ferreira & Figueiredo, 2012; Tsai, Lee, & Yang, 
2008; Wong, 2012). 

In this research, we propose the combination of Two-Step 
Cluster (TSC) and NB for improving the accuracy of outlier 
detection in IPD. TSC is applied to deal with the feature 
discretization of NB. TSC is chosen due to the ability to handle 
both continuous and categorical variables (Michailidou, 
Maheras, Arseni-Papadimititriou, Kolyva-Machera, & 
Anagnostopoulou, 2008; Satish & Bharadhwaj, 2010a), and in 
a single run, this procedure helps to identify the variables that 
significantly differentiate the segments from one another 
(Satish & Bharadhwaj, 2010a; Wu et al., 2006). TSC promises 
to solve at least some of these problems (e.g., the ability to deal 
with mixed-type variables and large data sets, automatic 
determination of the optimum number of clusters, and 
variables which may not be normally distributed) (Michailidou 
et al., 2008). 

This paper is organized as follows. In section 2, the related 
works are explained. In section 3, the proposed method is 
presented. The experimental results of comparing the proposed 
method with others are presented in section 4. Finally, our 
work of this paper is summarized in the last section. 
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2 RELATED WORKS 
Many studies have been published in which the IPD 

problem is further investigated both statistical based 
(Oberreuter & Velásquez, 2013; Stamatatos, 2009b; 
Tschuggnall & Specht, 2012) or machine learning based 
(Seaward & Matwin, 2009; Curran, 2010; Stein et al., 2011). 
To date, statistical based is dominated the research in IPD, but 
recently, machine learning based is trending since the result is 
promising. 

Stamatatos (2009b) using character n-gram profile as 
stylometric feature that effective for quantifying writing style 
(Kanaris & Stamatatos, 2007; Koppel, Schler, & Argamon, 
2009), robust to noisy text (Kanaris & Stamatatos, 2007) and 
language independent (Stamatatos, 2009a). This approach 
attempts to quantify the style variation within a document 
using character n-gram profiles and a style-change function 
based on an appropriate dissimilarity measure originally 
proposed for author identification. In the 1st International 
Competition on Plagiarism Detection 2009, this method was 
the first winner with precision, recall and overall are 0.2321, 
0.4607 and 0.2462 respectively (Oberreuter & Velásquez, 
2013).  

Oberreuter & Velásquez (2013) showing that the usage of 
words can be analyzed and utilized to detect variations in style 
with great accuracy at the cost of detecting fewer cases 
(Oberreuter & Velásquez, 2013). They use word n-gram and 
word frequency as writing style quantification. In The 3rd 
International Competition on Plagiarism Detection 2011, they 
was the first winner with precision is 0.34, recall is 0.31 and 
overall is 0.33 (Oberreuter & Velásquez, 2013).   

Tschuggnall & Specht (2012) using syntactical feature, 
namely the grammar used by an author, able to identify 
passages that might have been plagiarized due to the 
assumption is that the way of constructing sentences is 
significantly different for individual authors (Tschuggnall & 
Specht, 2012). They use grammar base as syntactical feature 
for writing style quantification and pq-gram-distance to 
identify the distance between two grammar trees. By 
comparing grammar trees and applying statistics the algorithm 
searches for significant different sentences and marks them as 
suspicious. The result is precision and recall value of about 
32%. 

Seaward & Matwin (2009) using  three main components 
of its learning scheme, i.e. data pre-processors, learning 
algorithm and feature selector. In data pre-processor, the model 
use Kolmogorov Complexity (KC) measure as style feature. 
While in learning algorithm, it use Support Vector Machine 
(SVM) and NN and chi-square feature evaluator as feature 
selector. KC is used to describe the complexity or degree of 
randomness of a binary string and can be computed using any 
lossless compression algorithm. Their model use run-length 
encoding and Lempel-Ziv compression to create 10 complexity 
features, i.e. Adjective complexity, adjective count, global 
topic word complexity, verb word complexity, passive word 
complexity, active word complexity, preposition count, stop 
word count, average word length per sentence and local topic 
word complexity. Performance of the model shows that NN 
still better than SVM. NN outperform in precision (0.548) and 
f-measure (0.603) but lower recall (0.671) compared with 
SVM (recall=0.671, precision=0.521 and f-measure=0.587). 

Curran (2010) using 3 components of its learning scheme. 
Data pre-processor is used in order to create an appropriate data 
feature that will feed to the model. Its main classifier is Neural 
Network (NN) and using Neuro-evolution of Augmenting 
Topologies (NEAT) as parameter optimizer of NN. The NEAT 

system evolves both NN structures and weights by 
incrementally increasing the complexity of NN.   The model 
creates ten data features from their data pre-processor. A 
number of stylometric features were chosen for their study, 
such as: number of punctuation marks, sentence length 
(number of characters), sentence word frequency class, number 
of prepositions, number of syllables per word, average word 
length, number of stop-words, Gunning Fog index, Flesch 
index and Kincaid index. The model result 60% of accuracy 
for the plagiarized class, meaning that 60% of plagiarized 
sentences are recognized as being plagiarized. 

Stein et al (2011) propose meta learning method as outlier 
post-processing and analyze the degradation in the quality of 
the model fitting process form its classifier, SVM. They use 3 
kinds of stylometric features, such as lexical feature (character 
based), lexical feature (word based) and syntactic feature. In 
Meta learning method, they use 2 approaches, heuristic voting 
and unmasking. Heuristic voting is the estimation and use of 
acceptance and rejection thresholds based on the number of 
classified outlier sections and Unmasking measures the 
increase of a sequence of reconstruction errors, starting with a 
good reconstruction which then is successively impaired. The 
use of unmasking is considering a style outlier analysis as a 
heuristic to compile a potentially plagiarized and sufficiently 
large auxiliary document. The best result is using unmasking 
method as Meta learning. The result shows that collection of 
short plagiarized and light impurity has lowest precision (0.66), 
moderate recall (0.572) and moderate f-measure (0.67) among 
other collection while the best result is collection of long 
document and strong impurity with precision, recall and f-
measure are 0.98, 0.60 and 0.74 respectively. 

 

3 PROPOSED METHOD  
We propose a method called TSC-FD+NB, which is short 

for Two-Step Cluster based feature discretization for Naïve 
Bayes (NB) to achieve better detection performance of outlier 
detection in intrinsic plagiarism detection. The proposed 
method evaluated using dataset PAN PC 2009 and using term 
weighting (tf-idf) and 3 functions in query language model 
(QLM) based on Ponte and Croft (1998) model, i.e.: mean term 
frequency of term in documents where it is occurs, risk for term 
in document and probability of producing the query for given 
document as document quantification. Figure 1 shows block 
diagram of the proposed method. 

The aim of discretization by using Two-Step Cluster (TSC) 
is to improve NB classification performance since its tends to 
be better when continuous features are discretized (Dougherty, 
1995). Discretization is a popular approach to handling 
continuous feature in machine learning (Yang & Webb, 2002); 
discretization of continuous features can simplify data, more 
compact and improve the efficiency of inductive learning 
algorithms. TSC is one of clustering algorithm that developed 
firstly by Chiu et al. (2001) and designed to handle very large 
data sets, is provided by the statistical package SPSS. Two-
Step cluster able to handle both continuous and categorical 
variables (Michailidou et al., 2008; Satish & Bharadhwaj, 
2010a).  

As shown in Figure 1, after processed dataset which is 
dataset have been quantified is feeding, TSC is used for create 
class label from processed data. This class label is consisting 
of two labels, 1 and 2 which mean 1 for plagiarized term and 2 
for plagiarism-free term; since there is no information about 
class label for each term. After class label is defined, prior 
probability of each class label for NB calculation is conducted 
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which is needed in NB calculation. The next step is feature 
discretization where each features discrete with 4 classes. The 
idea is the same with create 4-binning or 4 quartile in equal 
width or equal frequency interval binning as unsupervised 
discretization method. After that, NB calculation for discrete 
feature is conducted and resulting status of each term with four 
statuses may be resulted, i.e.: true positive (TP), true negative 
(TN), false positive (FP) and false negative (FN). If the status 
is FP or FN, so the next activity is status adjustment following 
condition as shown in Table 1. If status is not FP or not FN, 
final status is the same with previous status. 

 

 
 

Figure 1. Block Diagram of TSC-FD+NB Method 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. Status Adjustment Condition 
First 

Status 
Threshold 

Comparison 
Adjusted 

Guess 
Adjusted 

Status 

FP 

[P(C2|x) > P(C1|x)]  
<= Threshold 1 TN 

[P(C2|x) > P(C1|x)]  
> Threshold 2 FP 

FN 

[P(C1|x) > P(C2|x)]  
<= Threshold 2 TP 

[P(C1|x) > P(C2|x)]  
> Threshold 1 FN 

 
In this study, the evaluation method using the classifier’s 

effectiveness (Oberreuter & Velásquez, 2013). The results of 
this process will produce a confusion matrix that contains the 
value true positive (TP), true negative (TN), false positive (FP) 
and false negative (FN) as shown in Table 2. The main result 
is model accuracy and common information retrieval 
measurement, such as: recall, precision and f-measure. It 
calculated based on confusion matrix that produces from the 
model. Based on confusion matrix, the measurement 
calculation are as follows: 

 ܴ݈݈݁ܿܽ ൌ ܶܲܶܲ   ܰܨ
݊݅ݏ݅ܿ݁ݎܲ  ൌ ܶܲܶܲ   ܲܨ
ܨ  െ݁ݎݑݏܽ݁ܯൌ 2 ݔ ݊ݏ݅ܿ݁ݎ݈݈ܴܲܽܿ݁	ݔ	݊݅ݏ݅ܿ݁ݎܲ  ܴ݈݈݁ܿܽ  
ݕܿܽݎݑܿܿܣ  ൌ ܶܲ  ܶܰܶܲ  ܶܰ  ܲܨ   ܰܨ

 

Table 2. Confusion Matrix 
  Actual 
Guess Plagiarized Plagiarism-free 
Plagiarized TP FP 
Plagiarism-free FN TN 

 

The main result which is accuracy of all the models will be 
compared with statistical test both parametric and non-
parametric test. T-test as one of parametric test is used to 
compare between two models if their sample distribution is 
normal or Wilcoxon Signed Ranks test, one of non-parametric 
test, if their sample distribution is not normal. While 
comparison between multi models using Friedman test, one of 
non-parametric test, to verify whether there is a significant 
difference between the proposed methods as Demsar (2006) 
suggested Friedman test for multi classifier or model 
comparisons. After that, post-hoc test conducted using 
Nemenyi Test to detect which models significantly has 
different result since Friedman Test only show whether there 
is different or no. Therefore, parametric test and non-
parametric test are used in this study. 

Testing Data Set 

Processed Data Class 
Labeling by using 

TSC 

Processed Data 

Feature Discretization 
by using TSC 

Naïve Bayes 
Calculation 

FP/FN? 

Final Status 

Status Adjustment 
based on FP/FN 

Threshold 

Y 

Prior Probability 
Calculation of each 

Class Label 

Data Set 

Training Data Set 

N 
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4 EXPERIMENTAL RESULTS 
The experiments are conducted using a computing platform 

based on Intel Core 2 Duo 2.2 GHz CPU, 2 GB RAM, and 
Microsoft Windows XP SP2 32-bit operating system. The 
development environment is MS Visual Basic 6, PHP and 
MySql as database server. 

First of all, we conducted experiments on PAN PC 2009 
with continuous feature. The experimental results are reported 
in Table 3. NB with continuous feature perform not so good 
since has low in all result. FN/FN threshold doesn’t change the 
recall since the difference between posterior still higher than 
FP/FN thresholds.  

 
Table 3. Results on NB with Continuous Feature 
FP/FN 

Threshold R P F Accurac
y 

0 0.167 0.061 0.090 0.788 

0.001 0.167 0.062 0.090 0.790 

0.005 0.167 0.063 0.091 0.793 

0.01 0.167 0.064 0.092 0.794 

0.05 0.167 0.071 0.099 0.811 
 
In the next experiment, we implemented NB with discrete 

feature on PAN PC 2009 dataset. The experimental result is 
shown in Table 4. The improved model is highlighted with 
boldfaced print. NB with discrete feature model perform 
excellent rather than continuous feature. FP/FN threshold also 
increase both recall and precision; thus, F-measure and 
accuracy increase as well. 

The result of comparison of recall, precision, f-measure and 
accuracy can be described in Figure 2, Figure 3, Figure 4 and 
Figure 5 respectively. As shown in Figure 2, recall of NB with 
discrete feature overcome recall in continuous feature. Recall 
in NB with discrete feature linearly increasing when FP/FN 
threshold increase. Although NB with discrete feature recall in 
FP/FN Threshold = 0 is lower than continuous feature, as the 
increase in the FP/FN threshold, NB with discrete feature recall 
is increase and overcome the continuous feature with the best 
recall is 0.247. 

 
Table 4. Results on NB with Discrete Feature 
FP/FN 

Threshold R P F Accurac
y 

0 0.156 0.057 0.083 0.786 

0.001 0.172 0.073 0.102 0.812 

0.005 0.182 0.119 0.144 0.865 

0.01 0.186 0.187 0.186 0.899 

0.05 0.247 1.000 0.397 0.953 
 

 
Figure 2. NB with Continuous vs. Discrete Feature‘s Recall 

 
 

 
Figure 3. NB with Continuous vs. Discrete Feature‘s 

Precision 
 
As shown in Figure 3, precision of NB with discrete feature 

is overcome continuous feature in almost models except model 
with FP/FN Threshold = 0. Precision in NB with discrete 
feature linearly increase when FP/FN threshold increase with 
the best precision is 1 because in this model value of FP=0. As 
shown in Figure 3, precision of NB with discrete feature 
increased sharply compared to continuous feature. 

F-measure is harmonic mean between recall and precision. 
As shown in Figure 4, f-measure of NB with continuous feature 
tends to constant while f-measure of NB with discrete feature 
is increases as FP/FN threshold increase. This is because recall 
and precision of NB with discrete feature increase sharply 
compared to continuous feature. The best result is model with 
FP/FN Threshold = 0.05 both NB with continuous feature and 
NB with discrete feature. The rising of F-measure of NB with 
continuous feature about 0.109 times from the lowest result 
model with FP/FN threshold while in NB with discrete feature, 
it rises 3.754 times from the lowest result. This because 
precision of NB with discrete feature increase sharply 
compared to continuous feature. 
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Figure 4. NB with Continuous vs. Discrete Feature‘s F-

measure 

 

 
Figure 5. NB with Continuous vs. Discrete Feature‘s 

Accuracy 
 
As shown in Figure 5, accuracy of NB with discrete feature 

is overcome NB with continuous feature with linear increment 
while accuracy of NB with continuous feature tent to constant. 
The best accuracy is 0.953 reached by model of NB with 
discrete feature with FP/FN threshold 0.05. Accuracy of NB 
with continuous feature increases only 0.029 times from the 
lowest result, model with FP/FN Threshold = 0 while in NB 
with discrete feature, it increases about 0.212 times. 

This result indicates that FP/FP threshold is effective 
enough to increase all measurement in NB with discrete feature 
while not effective in NB with continuous feature. Threshold 
is one of scheme that many researchers used to improve 
plagiarism detection such as in case the similarity score, if 
above a threshold, the detected plagiarism case is considered 
true and otherwise (Stamatatos, 2011b); lowering FP value so 
less time is required to filter out FPs by the evaluator (Chen et 
al., 2010) and for the last purpose is obtaining a reasonable 
trade-off between precision and recall (Oberreuter & 
Velásquez, 2013). In this study, the result also confirm some 
studies that recall is tend to lower for short document since 
false negatives are relatively short documents (Stamatatos, 
2009b) and also recall still low for document with little portion 
of plagiarizes passage (Oberreuter & Velásquez, 2013). 

The results of both methods are compared in order to verify 
whether a significant difference between NB with continuous 
feature and the proposed TSC-FD+NB method. We compare 

between methods with the same FP/FN thresholds. Since there 
is model with no normal distribution of data, so comparison is 
used Wilcoxon signed ranks test. Table 5 shows the result. 

Table 5. Wilcoxon Signed Rank Test for Continuous 
Feature’s Accuracy vs. Discrete Feature’s Accuracy 

  Negative 
Ranks 

Positive 
Ranks Z 

Asymp. 
Sig. (2-
tailed) 

c_th_0 vs 
d_th_0 

13.53 
(20/30) 

18.28 
(9/30) -1.147 0.252 

c_th_0.001  
vs. 

d_th_0.001  

15.66 
(25/30) 

10.88 
(4/30) -3.763 0 

c_th_0.005 
vs. 

d_th_0.005 

15   
(29/30) 

0  
(0/30) -4.703 0 

c_th_0.01 
vs. 

d_th_0.01  

15.00 
(29/30) 

0 
(0/30) -4.703 0 

c_th_0.05 
vs. 

d_th_0.05  

15 
(29/30) 

0  
(0/30) -4.703 0 

 

As shown in Table 5, there is 5 pair of comparisons. In Pair 
1, NB with continuous feature with FP/FN Threshold = 0 
(c_th_0) is compare to NB with discrete feature with FN/FP 
Threshold = 0.001 (d_th_0). P-value = 0.252 (> 0.005), so H0 
is failed to be rejected. This indicates that there is no difference 
accuracy between c_th_0 and d_th_0. Another consideration is 
negative ranks and positive ranks, which indicates that d_th_0 
accuracy is higher than c_th_0 accuracy with 20 cases out of 
30 cases (negative ranks) while positive ranks is 9 cases of 30 
cases, which means there is 9 cases in c_th_0 that its accuracy 
is higher than d_th_0. 

In Pair 2, NB with continuous feature with FP/FN 
Threshold = 0.001 (c_th_0.001) is compare to NB with discrete 
feature with FP/FN Threshold = 0.001 (d_th_0.001). P-value = 
0.000 (<0.005), so H0 is rejected. This indicates that there is 
difference accuracy between c_th_0.001 and d_th_0.001. 
Another consideration is negative ranks and positive ranks, 
which indicates that d_th_0.001 accuracy is higher than 
c_th_0.001 accuracy with 25 cases out of 30 cases (negative 
ranks) while positive ranks is 4 cases of 30 cases, which means 
there is only 4 cases in c_th_0.001 that its accuracy is higher 
than d_th_0.001. Another pairs are having the same result. All 
of them indicate that there is difference accuracy where p-value 
= 0.000 and negative ranks is 29 cases out of 30 cases, which 
means accuracy of 29 cases in d_th_0.005, d_th_0.01 and 
d_th_0.05 are  higher than c_th_0.005, c_th_0.01 and 
c_th_0.05 respectively. 

Finally, Demsar recommends the Friedman test for 
classifier comparisons, which relies on less restrictive 
assumptions (Demsar, 2006). Based on this recommendation, 
the Friedman test is employed in this study to compare the 
accuracy of the different models. At first comparison, NB with 
various FP/FN thresholds are tested with Friedman test both 
continuous feature and discrete feature. Table 6 shows 
Friedman test result.  

As shown in Table 6, p-value < 0.0001 which is smaller 
than significance level ( = 0.05). The null hypothesis, H0 is 
that the samples come from the same population. Since p-value 
< 0.05, so H0 is rejected. This means that sample comes from 
different population. It indicates that there is difference 
between models, but Friedman test doesn’t provide which 
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model is different. To answer that question, post-hoc test is 
used, which is in this case is Nemenyi test. According to the 
Nemenyi test the performance of two models is significantly 
different if the corresponding mean ranks differ by at least the 
critical difference (Li et al., 2011). Nemenyi test is similar to 
the Tukey test for ANOVA and is used when all classifiers are 
compared to each other (Demsar, 2006).  

 
Table 6. Friedman Test of All Models Accuracy 
Q (Observed value) 234.3890 
Q (Critical value) 16.9190 
DF 9 
p-value (Two-tailed) < 0.0001 
alpha 0.05 

 
 

Table 7. Multiple pairwise comparisons using Nemenyi's 
procedure of All Models Accuraccy 

Sample*) Frequency Sum of ranks Mean of ranks 
(1) c_0 30 43.5000 1.4500 
(2) c_0.001 30 81.5000 2.7167 
(3) d_0 30 106.5000 3.5500 
(4) c_0.005 30 111.5000 3.7167 
(5) c_0.01 30 134.0000 4.4667 
(6) d_0.001 30 178.0000 5.9333 
(7) c_0.05 30 194.0000 6.4667 
(8) d_0.005 30 237.0000 7.9000 
(9) d_0.01 30 267.5000 8.9167 
(10) d_0.05 30 296.5000 9.8833 

 

Table 7 described the mean rank based procedures 
Nemenyi. The mean of ranks is obtained from the comparison 
between the models, the higher the rank, the higher the point, 
and then divided by the number of data samples. The Nemenyi 
test calculates all pairwise comparisons between different 
models and checks which models’ performance differences 
exceed the critical difference (CD), which are 2.4732.  

The significant difference table of the Nemenyi test is 
shown in Table 8. Model of NB with discrete feature with 
FP/FN threshold is the most different with other models about 
7 differences. In continuous feature, model of NB with FP/FN 
threshold 0.005 and 0.01 have fewest difference with other 
models with 3 differences. In discrete feature, model of NB 
with FP/FN threshold 0 and 0.001 have fewest difference with 
other models with 3 differences as well. 

 

 

 

 

 

 

 

 

Table 8. Significant Differences of All Models Accuracy 

 
As shown in Table 7 and 8, model of NB with discrete 

feature with FP/FN Threshold = 0.05 outperform other models 
followed by model of NB with discrete feature with FP/FN 
Threshold = 0.01, model of NB with discrete feature with 
FP/FN Threshold = 0.005, model of NB with continuous 
feature with FP/FN Threshold = 0.05 and model of NB with 
discrete feature with FP/FN Threshold = 0.001 in the second, 
third, fourth and fifth rank respectively. Overall model of NB 
with discrete feature outperform model of NB with continuous 
feature. This result confirmed Webb (2001), that explain why 
discretization can be effective for NB classifier. 

These results prove that NB with discrete feature is better 
than NB with continuous feature. The discretization, referring 
to Yang and Webb (2003) can be effective for NB classifier. 
TSC as the method of discretization is promising method 
because support both continuous and categorical variables, and 
in a single run; this procedure helps to identify the variables 
that significantly differentiate the segments from one another 
(Satish & Bharadhwaj, 2010b), automatic determination of the 
optimum number of clusters, and variables which may not be 
normally distributed (Michailidou et al., 2008). From this 
study, TSC can be alternative as discretization based on the 
clustering analysis, such as k-means discretization (Dash, 
Paramguru, & Dash, 2011; Richhariya & Sharma, 2014) and 
shared nearest neighbor clustering algorithm (Gupta, 
Mehrotra, & Mohan, 2010). Thus, TSC based discretization of 
NB can be used to improve the performance of intrinsic 
plagiarism detection by detect outlier from short plagiarized 
passage in a document. 

 

5 CONCLUSION 
The experimental result shows that the result models of NB 

with discrete feature outperform the result from NB with 
continuous feature for all measurement, such as recall, 
precision, f-measure and accuracy with significant difference. 
The using of FP/FN threshold affect the result as well with 
FP/FN threshold = 0.05 is the best since it can decrease false 
positive (FP) and false negative (FN) better than other value in 
all models especially model with discrete feature where the 
decrement of FP and FN is highest; thus, increase all 
measurement especially precision and accuracy. Therefore, it 
can be concluded that feature discretization based on Two-Step 
Cluster can improve the accuracy of NB for outlier detection 
in intrinsic plagiarism detection compared to NB with 
continuous feature. 

 
 
 
 
 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

(1) N N N Y Y N Y Y Y Y 
(2) N N N N Y N Y Y Y Y 
(3) N N N N Y N N Y Y Y 
(4) Y N N N N N N Y Y Y 
(5) Y Y Y N N Y N N N Y 
(6) N N N N Y N N Y Y Y 
(7) Y Y N N N N N N Y Y 
(8) Y Y Y Y N Y N N N N 
(9) Y Y Y Y N Y Y N N N 

(10) Y Y Y Y Y Y Y N N N 
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