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Abstract—This paper intends to find Expected monetary
value (EMV), Expected opportunity loss (EOL) and
conditional profit of the main product (Mukta) ofsmall
scale industry-"ORGAMAN?” situated at Jorhat Distriof
Assam. To meet the above specific objectives, ¢tieoah of
Bayesian Analysis has been adopted. The data ustsi
endeavor is secondary in nature, collected by direc
personal investigation. As per prior informatiohgttarget

of the industry is to produce a minimum of 50 Madw(l
production) of product and a maximum of 350 MT lthig
production) of the same per month. The prior analys
reveals that the expected monetary value and esgect
opportunity loss are optimum against high productio
Based on both the prior analysis and posterior e, it

is observed that the profit for the product of theéustry is
maximum against high production of 350 MT per month
Although, the profit based on posterior analysislightly
high, it seems that the additional amount of monay to
be spend to collect additional information for pagr

analysis.
Keywords— EMV, EOL, Posterior Analysis, Prior
Analysis.

l. INTRODUCTION

Decision theory is concerned with the process okinta
decisions. The term statisticdecision theory pertains to
decision making in the presence of statistical Kedge, by
shedding light on some of the uncertainties invalirethe
problem. Decision theory focuses on how we use our
freedom. In the situations treated by decision tisen
there are options to choose between and we choose i
non-random way. Our choices, in these situatioresgaal-
directed activities. Hence, decision theory is @ned with
goal-directed behavior in the presence of optiofke
decision making is based on two situations, degisio
making under certainty and decision making under
uncertainty. In the history of almost any activitiiere are
periods in which most of the decision-making is maahd
other periods in which most of the implementatiakets
place. Modern decision theory has developed sihee t
middle of the 20th century through contribution®nfr
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several academic disciplines. Since 90's reseascher
[Epstein (1962), Pauker and Kassirer (1975), Sifi®&79),
Almeida and Bohoris (1995), Myungt al. (2005),
Broniatowski et al (2009), Cukierman (2010), Reedy
(2010), Fenton and Neil (2011)] have applied deaisi
making theory in various fields. The basic ideasl@fision
theory and of decision theoretic methods lend tledvas to

a variety of applications, computational and analyt
advances in various fields.

As mentioned above, there are two types of decision
making situation which is based upon the knowletige
the decision maker has about the states of naMost
situations in which the decision theory approachgplied
involve decision making under uncertainty. Theree ar
various decision theoretic approaches for decismaking
under uncertainty. But in most cases, bayesianysisais
seen to be widely applied.

The term ‘Bayesian’ refers to Thomas Bayes (170&@1)7
who proved a special case in a paper titled-"Analiss
towards solving a Problem in the Doctrine of Chafice
which is now called Bayes’ Theorem. Then Pierre<3im
Laplace (1749-1827), introduced a general versibrihe
Bayes’ theorem and applied in celestial mechaniegical
statistics, reliability, and jurisprudence. By ahtion,
bayesian analysis is a statistical procedure whkittheavors
to estimate parameters of an underlying distribubased on
the observed distribution. Begin with a prior distition
which may be based on anything, is assume to befarmn
distribution over the appropriate range of valugien
calculate the likelihood of the observed distribatias a
function of parameter values, multiply this likeditd
function by the prior distribution, and normalize dbtain a
unit probability over all possible values. Thisdalled the
posterior distribution. The mode of the distribatics then
the parameter estimation and “probability intervalan be
calculated using the standard procedure. Bayesialysis is
controversial in the sense that the validity of theesult
depends on how valid the prior distribution is, atis
cannot be assesses statistically.
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Fig. 1: Probability revision using Bayes theo!
Bayes’ theorem is stated as follows-
If E1, E . E, are mutually disjoint events witP(E) # O,
(i= 1, 2...,n) then for any arbitrary event A which is sut
of U, E; such that P(A)> 0, we have

_ P(E)P(A|E) _ P(E)PAIE) .
P(E|A) _2}1=1P(Ei)P(A| E) P(A) '

i=1,2..n

[Parmigiani and Inoue (2009)inn and Johnson (197!
This work intends to study decision problem of &
industry. The specific objectives of this study:

. to find Expected Monetary Val (EMV) of the
product of the industry- ORGAMAN

. to find Expected Opportunity Lc (EOL) of the
product of the industry- ORGAMAN

. to find Conditional Profi{Loss) of the product ¢
the industry-ORGAMAN

In this paper, sectioB-describes the steps that have k
undertaken while applying bayesiamalysis. Sectic-3,
gives us ideaabout the product as well as the indus
Section-4, illustrates therfilings in brief. And last secti-
5, concludes the findings of the respective st

Il. METHODOLOGY
The objective of this study is to apply Bayesiaralysis in
Decision Making under uncertaintin our present stud
the following steps have been undertak@armigiani and
Inoue (2009)].
Step 1:In this analysis, first of all prepare a payoff &
based on our objectivevhere combinatic of decision
alternative and states of nature are present.
Step 2: Nextprobabilities are assigned to the events a
which uncertainties exisiThe probabilities are known
Prior Probabilities.
Step 3:Using Baye's Criteria, Expected Monetary Va
(EMV) have to be calculated for eachtian and then finc
the optimal ation. The optimal value of EMV is the high¢
value. The EMV is given as follows-
EMV(A)=Y P(SV(A;, §); i=1,2,...n; j=1,2,...n
Where, V (A, S) denots the monetary val for decision
alternative Aand state of naturg.S
Step 4: Expected Opportunityoss (EOL) have to e
calculated and then find the optimaitian. The Optima
Value of EOL is the lowest Value. The EOL is givas
follows-
EOL(A)=>P(9)R(A;, S);i=1,2,...n; j=1,2,...n
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Where, R (A Sj denotes thopportunity loss for decision
alternative Aand state of natuiS;.

Step5: FindExpected value of Perfect informat (EVPI).
EVPI is given as follows-

EVPI = Expected valueinder perfect informatio— EMV
with prior probabilities

Step 6: Next calculat€onditional Probabilitie

P(X|S)~> Probability of X when S is the case is the state
of nature)

Step 7:Then calculate the Joint and Marginal Probabilit
Joint Probability is given as folloyw-
Joint probability = (conditional
probability)

Step 8:With the help of Joint and Marginal Probabili
find the Posterior Probabilities or Revised P
Probabilities. Posterior Probability is given-

P(S|X) = P(X and S)/P(X)

Step 9: Next calculatiohave to be done for Revd EMV
with Marginal ProbabilityP(X;) and P(%).

Step 10: After step 9, calculation have been dongross
value and EMV under imperfect informati

probability * prio

Il SOURCE OF DATA
This paper is primarily based secondary data i.e. the
data havebeen collected from the conced Industry
“ORGAMAN?".
The Industry ORGAMAN wants to determine how muct
the Product “MUKTA” should produce for the month
May to get the maximum possible profit based on
expected demand for the month of I. “MUKTA”", which
is organic manee, has been serving for last years since
1978. But many competitors with “MUKTA” gradual
have been arising in the market. Hence the ridiosd alsc
increases day by day for “MUKTA”". So, there is tation
arise forthe Manager to take decision at every stej
production of “MUKTA". For this, the Manager couldve
come to a conclusion on production to get maxin
possible profit based on the expected demand. \thig
help of Bayesian Analysis discussed, a staal analysis is
done for the above problemhe data used in the study
their monthly records of production of their prod
“MUKTA". According to the Industry the product MUKA'
has 80% demands in the ma..

V. FINDINGS
Based on the objectivefirst of all we prepare the pay-off
table for the production against the demand ofpitoeluct
MUKTA. The payoff table is as follov-
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Table.4.1: Payoff table (in weight)

STATES OF NATURE
ACTIONS High demand( Low
S) demand(9
Low production(A) 300 MT 50 MT
High production(A) 350 MT -50 MT
Prior Probabilities .8 2

From the production cost and market selling pri€ehe
product, we get the conditional payoff table fooffiras
follows-

Table.4.2: Conditional payoff table for profit

ACTIONS STATES OF NATURE
High demand(| Low demand(9
S)
Low Rs.750000 Rs.125000
production(A)
High Rs.875000 -Rs.125000
production(A)

Then the process starts with finding Expected Manmyet
Value (EMV) and Expected Opportunity Loss (EOL)ngsi
prior probabilities. In Bayesian theory this is ko as
Prior Analysis. The EMV of a decision alternative the
sum of weighted payoffs for the alternative. Thdiropl
value of EMV is the highest value. Here it has bfmmd
that, the highproduction (A) has greater EMV of Rs.
675000 than the low production {Ai.e. Rs.625000, if the

decision is made to make 350 MT .Next, EOL has been

calculated. EOL for low production ¢Ais Rs.100000 and

Second part of Bayesian Analysis is Preposterialyars.
For this, calculation of the conditional probalyiliof the
indicators $given A (S|A), (i=1, 2) has been done. With
the help of these probabilities first join probdlds and
then marginal and revised (posterior) probabilitias been
calculated. From these results prior informatiomehbeen
revised. Then revised expected monitory value heenb
calculated.

Table.4.4: Posterior or Revised prior probabilities

STATES OF NATURE
ACTIONS High Low Marginal
demand(9 | demand(g | Probability
(Xi)
Low 0.368/0.468| 0.1/0.468 | 0.368+ 0.1
Production(A) =0.786 =214 =0.468
P(SlA1)
High 0.432/0.532| 0.1/0.532 | 0.432+0
Production(A) =0.813 =187 A
P(SIAL) =0.532

Each probability indicates the probability thatwsll occur

if a particular A will occur. The figures in this table will
now permit the manager to evaluate the value décthg
more information from an experiment. All these
calculations that the manager have been conductieg
done before any sample data are collected.

Final revised EMV with Revised Prior Probability Xq)
and Revised Prior Probability P{Xs as follows-

Table.4.5: Revised EMV with probabilities

for high production (4) is Rs.50000. Since the optimal | ADVIC | OPTIMA | PROBABILIT | EMV*
value of EOL is the lowest one, so EOL fog & the E L IES
optimal decision. Here decision is also the producof ACTION
350 MT. X A* P(X) Expected
profit
Table.4.3: Payoff table for EMV and EOL X1 Az 0.468 Rs.661000
STATES OF NATURE X, A, 0.532 Rs.688000
High Low EMV EOL
ACTIONS demand | demand | (inRs.) | (inRs.) Next we calculate the Expected Value of Sampling
,(Sl) .(SZ) Information (EVSI) by deducting EMV with prior
(inRs.) (inRs.) probabilities from EMV with posterior and marginal
LO_W 750000 125000| 625000 100000 Probabilities. This is equal to Rs. 364.
produc.tlon(A) Rs. 364 is the gross value. This is called a gresslt since
H'Qh 875000 -125000| 675000 50000 it does not contain the costs of conducting theegrpents.
production(4) As we work with the decision Tree (Fig.2), we conepu

Under Perfect Information Expected Monetary Valge i
same as Expected Opportunity Loss which indicates t
the Industry will have to consider paying for bette
information, but not more than the Rs. 50000.
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from left to right, a process called backward Irtthrc
Then calculation is done to find gross value .Thesg
value of the experiment can be determined by takivgg
difference between the highest experiment payoff toe
highest prior analysis payoff.
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Fig.2: Decision Tree

V. CONCLUSION

In the present study, the strategy is to selecbthach tha
yields the maximum gain or payoff. After the caltidns
using Prior Analysis, it has been noticed that Expectec
Monetary Value andExpected Opportunity Loss for tl
states of nature Ais optimum. So, according to decisi
theory we have to work with states of natur,, the high
production, which decision is a beneficial , for the
Industry ORGAMAN. Here the state of nature implies
that the 350 MT production of MUKTA will give higke
profit of Rs.675000. But if the industry would like
collect new information using experiment then thefip is
Rs.675364. Hence the gross value which does ncicen
the cost of conducting thexperiment is Rs.364. Th
difference is very meager amount. In order to applg
strategy, the firm has to collect additional infation for
which the firm has to spend additional amount ofnay
which is obviously more than Rs.364. 8oyould be btter
to select the prior analysis strategy and antieiptte
resulting expected payoff.
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