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Abstract— Among major concerns of industry leaders 

are low production performances due to stoppages and 

unplanned and spontaneous breakdowns of the machines. 

To remedy this, they must take the optimal and adequate 

decisions using a specific technical approach that takes 

into consideration a reasonable budgetary cost. 

In the present article, we present a solution to this 

problem by elaborating a method of good procedure. It is 

based on the combination of three tools: Pareto, 

knapsack Problem and Greedy Algorithm “PKPGA”. 

To validate this method, we treat a case study via the use 

of these three tools of decision support then treat the 

same case study with a new method that combines all 

three of the tools. This new tool “PKPGA” enables those 

responsible for industrial maintenance to better identify 

the anomalies, classified according to the degree of their 

negative impact on production. This method limits 

production breakdowns, saving time and money for 

companies. 

Keywords—Greedy Algorithm, Knapsack Problem, 
Pareto, PKPGA. 

 

I. INTRODUCTION 

Recent studies on the effectiveness of maintenance 

management showed that more than a third of 

maintenance costs come from unnecessary or poorly 

performed operations. Poor maintenance policy can have 

disastrous consequences on the quality of products. The 

primary cause of this inefficiency is the lack of real 

information that would determine the immediate needs for 

repair or maintenance. Maintenance costs are often the 

majority of operating costs in many production units. 

These costs can be significantly reduced by taking the 

most suitable decisions.  

In this paper, we propose a new method for decision 

support. We begin by presenting three decision support 

tools: Pareto [3][4][5], knapsack [1]–[2]–[6]–[7]–[8] and 

Greedy algorithm[9]–[10]–[11]–[12]. Subsequently a case 

study of a carbonated drinks company will be developed 

by using the three tools of study. Finally, a new method 

of decision support is presented based on a combination 

of these three tools. This method treats the same 

production line and gives the best results [13]–[14]. 

 

II. THE PARETO (ABC METHOD) 

Without hierarchisation, any action of organization can be 

long and tedious. By using the Pareto law [3] [4] [5] we 

can highlight the most important elements of a problem to 

guide our action. Because of this, the elements having 

little influence on the criterion studied will be eliminated. 

The ABC method is a tool for decision support, which 

defines priorities for action. This means that the Pareto 

chart shows the most important causes that are causing 

most effects.  

The elements will be ranked by order of importance 

indicating the percentages for a given criterion. This study 

requires a three-step approach: 

• Defining the nature of the elements to be classified: the 

classification of these elements depend on the criteria 

studied. 

These elements can be: physical, causes of failures, types 

of failures, work orders, items in stock, etc… 

• Choosing the classification criterion: The most common 

criteria are costs and time, but according to the character 

studied, other criteria can be used, including: The number 

of accidents, the number of incidents, the number of 

rejects, the number of operating hours, the number of 

kilometers covered etc..  

• Defining the limits of the study and classifing the 

elements 

The Pareto chart is a column chart that presents 

information in descending order and thus brings out the 

most important elements, which explain a phenomenon or 

situation. Generally, 20% of the number of elements 

represents 80% of the studied criteria: this is class A; 30% 

of the number of elements represents 15% of the criteria 
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studied: this is class B; and the remaining 50% of 

elements represents only 5% of the criterion studied: this 

is class C. 

By cumulating the decreasing values of the criterion 

studied, the ABC curve shows three classes, hence it is 

named "ABC" See Fig 1.

 
Fig. 1: Pareto (ABC) 

 

III. MAN RESULT  

1. Introduction 

This work aims to propose an easy and effective 

methodology for selecting the most reliable evidence for 

an optimal solution. This method is based on the Pareto, 

the Knapsack Problem and the Greedy algorithm. At first, 

we begin with a case study that will be solved using the 

simple problem analysis tool “Pareto”, then we will 

integrate the Knapsack Problem to the problem of Pareto 

and finally the Greedy algorithm. 

2. Case study 

All enterprises have a lucrative purpose that is to say 

"producing more" and consequently downtime must be 

minimized; for that purpose enterprises reserve the 

budgets allocated to improve their productivities. In our 

article we look at a case study of the packaging of soft 

drinks. 

 
Fig. 2: Schematic illustrative of the different steps of the 

preparation of soft drinks 

 

To improve the efficiency of a production line (called line 

2) and maintain the majority of its equipment in good 

condition during production (Fig. 3), a budget of 

300,000.00 MAD is proposed. To do this we will study 

the downtime and the maintenance costs during 2 months 

for each machine on line 2, given in the following table: 

Table.1: The cost of maintenance and downtime for 

each machine of line 2 

The elements of the 

line 2  

Downtime(h)  The cost of 

maintenance 

(MAD)  

FILLER O + H L2  7,24  72400  

VISSEUSE L2  6,73  67300  

CONVEYOR 

BOTTLE  L2  

6,02  60400  

ENCAISSEUSE 

KETTNER L2  

5,59  56400  

CAPPING L2  4,47  44300  

CONVEYOR 

CASIERS L2  

4,14  41900  

PALLETIZER L2  3,73  18000  

WASHER 

BOTTLES O + H L2  

3,3  33100  

LABEL KRONES 

L2  

2,41  24200  

DECRATER 

KETTNER L2  

2,4  24300  

DEPALETISOR L2  1,51  15500  

INSPECTOR L2  1,12  11900  

DATEUSE L2  1,03  10900  

MIXER L2  0,26  3300  

Total  49,95  483900  

 

3. Resolution by the method of Pareto: 

The method Pareto consists in classifying machines in 

order of severity which is calculated by (downtime of the 

machine / Total downtimes)*100 

The table below represents the percentage of downtime 

for each machine of line 2 during two months: 

Table.2: Percentage of breakdowns of each machine 

of line 2 

Machines  Downtim

e(h)  

% 

Downtim

e  

%Cumul

ative  

FILLER O 

+ H L2  

7,24  14,49  14,49  

VISSEUSE 

L2  

6,73  13,48  27,97  

CONVEYO

R BOTTLE  L2  

6,02  12,05  40,02  

ENCAISSE

USE 

KETTNER L2  

5,59  11,19  51,21  

CAPPING 

L2  

4,47  8,96  60,17  
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CONVEYO

R CASIERS L2  

4,14  8,29 

PALLETIZ

ER L2  

3,73  7,47 

WASHER 

BOTTLES O + 

H L2  

3,3  6,61 

LABEL 

KRONES L2  

2,41  4,82 

DECRATE

R KETTNER 

L2  

2,4  4,80 

DEPALETI

SOR L2  

1,51  3,02 

INSPECTO

R L2  

1,12  2,24 

DATEUSE 

L2  

1,03  2,06 

MIXER L2  0,26  0,52 

 

According to the Pareto diagram, we find 

the problems which cause the stopping of l

the stopping of the FILLER, the NUT

CONVEYOR BOTTLE, the ENCAI

CAPPER, the CONVEYOR CA

PALLETIZER and the WASHER BOTTLE

downtime taking a sizeable proportion o

time and consequently stopping the produc

For the budget (300 000.00MAD), we no

Pareto method we can solve the pro

following machines: 

� FILLER O+H L2 

� NUTRUNNER L2 

� CONVOYOR BOTTLE  L2 

� ENCAISSEUSE KETTNER L

This solution allows us to minimize up

downtimes with an amount of  258 500.00

questions that arise are: 

- Is this the most optimal solution?  

- Can we exploit the rest of the budget

solution than this? 

To answer these questions, we will use

problem. 

 

IV. KNAPSACK PROBL

The knapsack Problem (KP) or rucksack 

problem of combinatorial optimization: G

elements, each with a mass and a value,

elements to include in a collection so that t

is less than or equal to a given limit and th

as large as possible. It derives its name fro

ineering, Management and Science (IJAEMS)               

tion.com)                                                                                    

                                                                                                       

  68,46  

  75,93  

  82,54  

  87,36  

  92,16  

  95,18  

  97,42  

  99,48  

  100,00  

nd that 82.52% of 

f line 2 are due to 

TRUNNER, the 

AISSEUSE, the 

CASIERS, the 

LES,   provoking 

n of the working 

uction. 

note that with the 

problems of the 

 LV2 

up to 51.2% of 

00 MAD, but the 

get to get a better 

se the knapsack 

BLEM 

ck problem is a 

: Given a set of 

ue, it determines 

t the total weight 

 the total value is 

from the problem 

faced by someone who is

size knapsack and must fill 

elements [1]–[2]–[6]–[7]–[8]

The data of the problem

mathematical terms. Objects 

varying from “1 to n”. Nu

respectively the weight and

numbered “i”. The capacity o

There are many different way

To describe one of the way, 

element whether it is taken o

coding: the state of the elem

“xi = 1” if The element is in

left out. A way of filling the

vector called vector content, 

x2, ....,xn), and the associate

filling can then be expressed

content. 

For a given content X, the

naturally: 

Similarly, the sum of the we

is: 

The problem can then be refo

content vector X = (x1, x2,

have the value 0 or 1), ach

value function under duress (

This is to say that the sum

selected does not exceed the c

In general, the following con

singular cases: 

 

                         : We can n

 

than the bag can carry ; 

 

value and brings a gain ; 

certain weight and consumes 

 

Terminology: 

 : is called o

 

Every vector X satisfying
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 is constrained by a fixed-

ill it with the most valuable 

[8]. 

lem can be expressed in 

cts are numbered by index “i” 

Numbers “Wi” and “Pi” are 

and the value of the object 

y of the bag will be noted “W”. 

ays to complete the knapsack. 

y, we must indicated for every 

n or not. We can use a binary 

lement “i” will have the value 

 in the bag, or “xi = 0” if it is 

the bag is fully described by a 

nt, or simply content: X = (x1, 

iated weight and value to this 

sed as a function of the vector 

 
the total value in the bag is 

weights of the selected objects 

 
eformulated as the search for a 

2, ....,xn) (which components 

achieving the maximum total 

s (1) : 

 
um of the weights of objects 

e capacity of the knapsack.  

constraints are added to avoid 

n not fit all the objects ; 

: no object is heavier 

 : any object has a 

 

 : any object has a 

es resources ; 

d objective function; 

ing the constraint (1) is said to 
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be feasible; 

 

If the value of is maximum, then X is said 

optimal. 

1.1. Resolution of the case study by the method of 

Knapsack Problem 

The method of Knapsack Problem consists of putting 

objects in a bag without exceeding its capacity, until the 

saturation of the knapsack, if the object i is in the bag we 

have xi = 1, if not xi = 0. 

The application of the method of Knapsack Problem on 

the results given by the Pareto method leads to a new 

solution illustrated in the following table: 

Table.3: Results of the application of the Knapsack 

Problem on the results obtained by Pareto 

Machines  % 

downtime  

The cost of 

maintenance 

(MAD)  

xi  

FILLER O + 

H L2  

14,49  72400  1  

NUTRUNNE

R L2  

13,48  67300  1  

CONVEYOR 

BOTTLE  L2  

12,05  60400  1  

ENCAISSEU

SE KETTNER 

L2  

11,19  56400  1  

CAPPER L2  8,96  44300  0  

CONVEYOR 

CASIERS L2  

8,29  41900  1  

PALLETIZE

R L2  

7,47  18000  0  

WASHER 

BOTTLES O + 

H L2  

6,61  33100  0  

LABEL 

KRONES L2  

4,82  24200  0  

DECRATER 

KETTNER L2  

4,80  24300  0  

DEPALETIS

OR L2  

3,02  15500  0  

INSPECTOR 

L2  

2,24  11900  0  

DATEUSE 

L2  

2,06  10900  0  

MIXER L2  0,52  3300  0  

 

From the results of Knapsack Problem applied to Pareto, 

we see that we can solve the problems of the following 

machines: 

FILLER O+H L2 

NUTRUNNER L2 

CONVOYOR BOTTLE L2 

ENCAISSEUSE KETTNER LV2 

CONVEYOR CASIERS L2 

This solution allows us to minimize up to 59.49% of 

downtime with an amount of 298,400 .00MAD, but does 

a more optimal solution exist? 

To answer this question, we will use the Greedy 

algorithm in order to compare the results to better exploit 

the budget by minimizing downtime in line 2. 

 

V. GREEDY ALGORITHM 

As for most decision problems, it may be enough to find 

workable solutions even if they are not optimal. 

Preferably, however, the approximation comes with a 

guarantee on the difference between the value of the 

solution found and the value of optimal solution [10]–

[11]. 

The terminology adopted is "Efficiency of an object" 

which is the ratio of its value over its weight. If the value 

of the object is large compared to what they consume, 

then the object is more efficient. 

The idea of greedy algorithm as illustrated in “Fig.2” is 

to add in priority the most effective objects until the 

saturation of the bag [9]–[10]–[11]–[12]  : 

1- sort the objects in decreasing order of 

effectiveness 

2- w_conso: = 0 

3- for i = 1 to n 

4 -    if w [i] + w_conso ≤ W then 

5 -       x [i]: = 1 

6 -       w_conso: = w_conso + w [i] 

7 -       else 

8 -        x [i]: = 0 

9 -     end if  

10-end for 

 

2. Resolution of the case study by the Greedy 

algorithm 

Greedy algorithm makes a classification of objects by 

their efficiency; the latter is calculated by dividing the 

cost of maintenance by the downtime. The choice of 

machines to be corrected is made through the method of 

filling the knapsack; the use of this algorithm in our case 

study provides results that are illustrated in the following 

table: 
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Table.4: Application results of the Greedy algorithm  

Machines  The cost 

of 

maintenance 

(KMAD)  

Efficien

ce  

(KMA

D/h)  

x

i  

MIXER L2  3,3  12,69  1  

INSPECTOR 

L2  

11,9  10,63  1  

DATEUSE 

LV2  

10,9  10,58  1  

DEPALETISO

R L2  

15,5  10,26  1  

DECRATER 

KETTNER L2  

24,3  10,13  1  

CONVOYOR 

CASIERS L2  

41,9  10,12  1  

ENCAISSEUS

E KETTNER L2  

56,4  10,09  1  

LABEL 

KRONES L2  

24,2  10,04  1  

CONVEYOR 

BOTTLE  L2  

60,4  10,03  1  

WASHER 

BOTTLES O + H 

L2  

33,1  10,03  1  

FILLER O + H 

L2  

72,4  10,00  0  

NUTRUNNER 

L2  

67,3  10,00  0  

CAPPER L2  44,3  9,91  0  

PALLETIZER 

L2  

18  4,83  1  

 

After the application of the Greedy algorithm, we find 

that we can solve the problems of the following machines: 

•  MIXER L2 

•  INSPECTOR L2 

•  DATEUSE L2 

•  DEPALETISOR L2 

•  DECRATER KETTER L2 

•  CONVOYOR CASIERS L2 

•  ENCAISSEUSE KETTER L2 

•  LABEL KRONES L2 

•  CONVOYOR BOTTLE  L2 

•  WASHER BOTTLES O+H L2 

•  PALLETIZER L2 

This solution allows us to minimize over 63.07% of 

downtimes with an amount of          299 900 .00 MAD. 

There are many methods and decision support algorithms; 

in our study we are interested in the following methods: 

Pareto, knapsack and Greedy algorithm. Our case study 

shows that the Pareto method allows choosing the most 

critical elements based on a single criterion. Greedy 

algorithm is used to select the most effective elements 

based on two variables. Adding the  knapsack method to 

remedy more of the elements; thus, to exploit the 

maximum resources (in our case study exploiting the 

budget provided by the direction). 

Our synthesis is summarized in the following graph 

which represents the choice of the method according to 

the number of criteria to study: 

 
Fig 3: The choice of the method according to the number 

of criteria to study 

 

To improve a production line we seek the number given. 

If the number is equal to 2 we use Greedy algorithm and 

after apply the knapsack method. If the number is not 

equal to 2 we use the Pareto method and after apply the 

knapsack method for the most optimal result. But the 

question that arises is: Is it possible to combine all three 

tools in an algorithm to have even better results? 

 

VI. METHODOLOGY 

The methods applied in our case study give more optimal 

and efficient results of the development of an algorithm 

allowing us to: 

- Calculate the percentage of cumulative gravity 

(downtime) and the percentage of the cost of intervention 

of each machine; 

- Calculate the efficiency value for each element from 

Greedy algorithm by the following formula: ((percentage 

of gravity) / (percentage of the cost of intervention)); 

- And finally, apply the method of the Knapsack 

Problem. 
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3. Application of our algorithm  

The application of our algorithm gives the 

presented in the following table: 

Table.5 : Application of the Knapsack 

Pareto method 

Machines  % 

Downtime  

% o

The cost o

maintenance

PALETISEU

R LV2  

7,47  3,73  

CAPSULEUS

E LV2  

8,95  9,17  

VISSEUSE 

LV2  

13,47  13,93  

SOUTIREUS

E O+H LV2  

14,49  14,99  

LAVEUSE 

BOUTEILLES 

O+H  LV2  

6,61  6,85  

CONVOYEU

R BOUTEILLES  

LV2  

12,05  12,51  

ETIQUETEU

SE KRONES  

LV2  

4,82  5,01  

ENCAISSEU

SE KETTNER 

LV2  

11,19  11,68  

CONVOYEU

R CASIERS LV2  

8,29  8,67  

DECAISSEU

SE KETTNER 

LV2  

4,80  5,03  

DEPALETIS

EUR LV2  

3,02  3,21  

DATEUSE 

LV2  

2,06  2,26  

INSPECTRIC

E LV2  

2,24  2,46  

MIXEUR 

LV2  

0,52  0,68  

 

This solution allows us to minimize ov

downtimes with an amount of          298 80

The results of four tools: Pareto, Knaps

Pareto, Greedy algorithm and our me

shown in the following table: 

Table.6:The percentage of downtime c

the cost of intervention for the four

 

% 

downtime 

The 

cost o

ineering, Management and Science (IJAEMS)               

tion.com)                                                                                    

                                                                                                       

he results 

ck problem to the 

of 

 of  

nce  

Effici

ence  

xi  

2,00  1  

0,98  1  

0,97  1  

0,97  1  

0,96  1  

0,96  1  

0,96  0  

0,96  0  

0,96  0  

0,95  0  

0,94  0  

0,91  0  

0,91  0  

0,76  1  

over 63.56% of 

800 .00 MAD. 

psack Problem& 

methodology are 

e corrected and 

our tools 

of 

Valu

e 

corrected  

Pareto  51.20  

Knapsac

k Problem & 

Pareto  

59.49  

Greedy 

algorithm  
63.07  

Our 

methodology  
63.56  

 

The comparison of downt

the methods is shown in the f

Table.7:The percentage

each tool compar

 
Pareto  

Knapsac

k Problem & 

Pareto  

8.29%  

Greedy 

algorithm  
11.87%  

Our 

methodology  
12.36%  

 

The application of our meth

optimal result compared to 

gains in MAD from our meth

tools are shown in the followi

 

Fig 4: Quantification of

methodology compared

VII. CON

In our article, we have de

selection of elements with th

production line. This method

three decision support tools:

ParetoKnapsack P

19,45%
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 intervention 

(MAD)  

remedied 

in 2 

months 

(MAD)  

 258500  
9216

0  

 298400  
1070

82  

 299900  
1135

26  

 298800  
1144

08  

ntime percentage corrected by 

e following table: 

ge of downtime corrected for 

pared to other tools 

Knapsa

ck Problem 

& Pareto  

Greed

y 

algorithm  

-  -  

 3.58%  -  

 4.07%  0.49%  

ethodology provides the most 

to the three other tools. The 

ethodology compared to other 

wing graph: 

 
n of monetary gains of our 

ed to the other three tools 

 

ONCLUSION 

developed a new method of 

 the objective of improving a 

od combines characteristics of 

ls: Pareto, Knapsack Problem 

k Problem & ParetoGreedy algorithm

6,40%

0,77%
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and Greedy algorithm. This new decision support tool 

gives the most optimal results compared to those 

obtained by applying the three methods mentioned 

before. 

Also, this tool allows the maintenance managers to take 

the most optimal decision to improve the production 

efficiency. This is gained by reducing the period of 

machine breakdowns concerned and respecting the 

budgetary cost specified by the company. 
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