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Abstract—Estimating the construction labor productivi-
ty considering the effect of multiple factors is important
for construction planning, scheduling and estimating. In
planning and scheduling, it is important to maximize
labor productivity and forecast activity durations to
achieve lower labor cost and shorter project duration. In
estimating, it is important to predict labor costs.The aim
of this study is to develop a new technique for estimating
labor productivity rate for foundation works in (m3/ day)
for building projects in Gaza Strip, through developing a
model that is able to help parties involved in construc-
tion projects (owner, contractors, and others) especially
contracting companies to estimating labor productivity
rate for foundation works . This model build based on
Artificial Neural Networks. In order to build this model,
quantitative and qualitative techniques were utilized to
identify the significant parameters for estimating labor
productivity rate for foundation works. The data used in
model development was collected using questioner sur-
vey as a tool to collect actual data from contractors for
many projects in Gaza Strip. These questionnaires pro-
vided 111 examples.The ANN model considered 16 sig-
nificant parameters as independent input variables af-
fected on one dependent output variable “labor produc-
tivity rate for foundation works in (m3/ day)". Neuroso-
lution software was used to train the models. Many mod-
els were built but GFF model was found the best model,
which structured from one input layer, included 16 input
neurons, and included one hidden layer with 22 neurons.
The accuracy performance of the adopted model record-
ed 98% where the model performed well and no signifi-
cant difference was discerned between the estimated
output and the actual productivity value.Sensitivity anal-
ysis was performed using Neurosolution tool to study the
influence of adopted factors on labor productivity. The
performed sensitivity analysis was in general logically
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where the “Footings Volume” had the highest influence,
while the unexpected result was “Payment delay” factor
which hadn't any effect on productivity of foundation
works.
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Construction Industry, Construction management,
Construction projects, Gaza Strip.

I INTRODUCTION

Many neural network models have been developed to
assist the project managers or contractors in their jobs.
This study describes the design of an ANNs model for
estimating production rate. The most effective factors
affect production rate for foundation works were identi-
fied from previous studies. These factors were consid-
ered as inputs variables for the neural network model,
whereas the labor productivity rate for foundation works
in (m3/ day) considered as the output variable to this
model. The data used in model development was col-
lected using questioner survey as a tool to collect actual
data from contractors for many projects in Gaza Strip.
These questionnaires provided 111 examples. NeuroSo-
lution, was used as a standalone environment for Neural
Networks development and training. Moreover, for veri-
fying this work, a plentiful trial and error process was
performed to obtain the best model. A structured meth-
odology for developing the model has been used to solve
the problem at hand. This methodology incorporates five
main phases: 1) Select application 2) Design structure 3)
Model implementation 4) Training and testing 5) Dis-
cussion (analysis) of results.

1. METHODOLOGY
The methodology of this study which described below
consists of five main phases: 1) Select application 2)
Design structure 3) Model implementation 4) Training
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and testing 5) Discussion (analysis) of results.

1. SELECTION OF THE NEURAL
NETWORK SIMULATION SOFTWARE

Many design software are used for creating neural net-

work models. Like SPSS, MATLAB, etc. in this study,

NeuroSolution application was selected, where Neuro-

Solutions is the premier neural network simulation envi-

ronment. As mentioned in NeuroDimension, Inc., (2012)

NeuroSolutions combines a modular, icon-based net-

work design interface with advanced learning proce-

dures and genetic optimization. Perform cluster analysis,
sales forecasting, sports predictions, medical classifica-
tion, and much more with NeuroSolutions, which is:

» powerful and flexible: neural network software is
the perfect tool for solving data modeling prob-
lems, so it's flexible to build fully customizable
neural networks or choose from numerous pre-built
neural network architectures. Modify hidden lay-
ers, the number of processing elements and the
learning algorithm [1].

» Easy to use: NeuroSolutions is an easy-to-use neu-
ral network development tool for Microsoft Win-
dows and intuitive, it does not require any prior
knowledge of neural networks and is seamlessly
integrated with Microsoft Excel and MATLAB.
NeuroSolution also includes neural wizards to en-
sure both beginners and advanced users can easily
get started. [1].

» Many researchers used NeuroSolution application
in building their neural networks that it achieved
good performance and it has multiple criteria for
training and testing the model.

IV. FACTORSAFFECTING CONSTRUCTION

PRODUCTIVITY ESTIMATION
In fact, one of the most significant keys in building the
neural network model is identifying the factors that have
real impact on the productivity estimation for foundation
works. Depending on this great importance of selecting
these factors, several techniques were adopted carefully
to identify these factors in Gaza Strip building projects;
as reviewing literature studies, and Delphi technique by
conducting expert interviews.

V. DELPHI TECHNIQUE

Different technique has been used to determine the ef-
fective factors on the productivity estimation for founda-
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tion works. This technique relies on the concept of Del-
phi technique, which aimed to achieve a convergence of
opinion on factors affecting the productivity estimation
for foundation works. It provides feedback to experts in
the form of distributions of their opinions and reasons.
Then, they are asked to revise their opinions in light of
the information contained in the feedback. This sequence
of questionnaire and revision is repeated until no further
significant opinion changes are expected [2]. For Del-
phiprocess, several rounds should be conducted where
first round begins with an open-ended questionnaire.

The open-ended questionnaire serves as the cornerstone
of soliciting specific information about a content area
from the Delphi subjects, then after receiving the re-
sponses, the researcher converts the collected infor-
mation into a well structured questionnaire to be used as
the survey instrument for the second round of data col-
lection. In the second round, each Delphi participant
receives a second questionnaire and is asked to review
the items summarized by the investigators based on the
information provided in the first round, where in this
round areas of disagreement and agreement are identi-
fied. However, in third round Delphi panelists are asked
to revise his/her judgments or to specify the reasons for
remaining outside the consensus. In the fourth and often
final round, the list of remaining items, their ratings,
minority opinions, and items achieving consensus are
distributed to the panelists. This round provides a final
opportunity for participants to revise their judgments.
Accordingly, the number of Delphi iterations depends
largely on the degree of consensus sought by the investi-
gators and can vary from three to five [3]. Five experts
in construction field were selected to reach a consensus
about specifying the key parameters. The results with
those five experts were significantly close to the ques-
tionnaire results, and only three rounds were conducted
due to largely degree of consensus, where they proposed
to exclude retaining wall and curtain wall from these
factors because of their rarity in Gaza’s projects.

VI. STRUCTURE DESIGN
The choice of ANN architecture depends on a number of
factors such as the nature of the problem, data character-
istics and complexity, the numbers of sample data ... etc.
[4]. With the 16 inputs readily identified, the outputs
describing the estimation of productivity for foundation
works (m3/day) can be modeled in different ways. The
choice of artificial neural network in this study is based
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on prediction using feedforward neural network archi-
tectures and backpropagation learning technique. The
design of the neural network architecture is a complex
and dynamic process that requires the determination of
the internal structure and rules (i.e., the number of hid-
den layers and neurons update weights method, and the
type of activation function) [5].

A common recommendation is to start with a single hid-
den layer. In fact, unless the researcher is sure that the
data is not linearly separable, he may want to start with-
out any hidden layers.

The reason is that networks train progressively slower
when layers are added [6]. Based on the literature re-
view, the neural network type deemed suitable for
productivity estimation has been identified as feed-
forward pattern recognition type (Back propagation) to
suit the desired interpolative and predictive performance
of the model. Two kinds of feed-forward patterns were
chosen to build the models multilayer perceptron and
general feed forward. ANN architecture was chosen after
several trials.

VIL. MODEL IMPLEMENTATION
Once there is a clear idea about feasible structures and
the information needed to be elicited, the implementa-
tion phase starts with knowledge acquisition and data
preparation [7].The flow chart for model structure is
show in Figurel
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Fig.1: Model implementation steps flowchart

7.1. Data Encoding

Artificial networks only deal with numeric input data.
Therefore, the raw data must often be converted from
the external environment to numeric form [8]. This may
be challenging because there are many ways to do it and
unfortunately, some are better than others are for neural
network learning [6].

In this research, the data is textual and numeric, so it is
encoded to be only numeric or integer according to Ta-
ble 1.

Table.1: Inputs/Output encoding

No Input factor Encode Code
1 |Area of the building(m2) Number Number
. Shallow Footings =

2 |Footings type Deep Footings _

3 |Footings Volume Number Number

4 |Method of casting concrete Manual. -
mechanical =

5 |Number of Labor Number Number
Low quantity =1

6 |Material shortages Medium quantity =2
High quantity =3

7 |Tool and equipment shortages and|Low Efficiency =1
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No Input factor Encode Code
Efficiency Medium Efficiency =2
High Efficiency =3
Low experiences =1
8 |labor experiences Medium experience =2
High experiences =3
9 Dura.tion of formwork and casting Number Number
Footings
10 |Working hours per day at site Number Number
Rain =1
11 |Weather Hot 2
Moderate 3
Complex 1
12 |Complexity due to steel bars Medium 2
Easy 3
13 D.rawing§ and spec_ifications alter- :'Af:ijrl:]e;?tt;?;tion ;
ation during execution .
Low alteration 3
1 tEigzy to arrive to the project loca- '\D/::;icuur: ;
Easy =3
Low surveillance =1
15 |Lack of labor surveillance Medium surveillance =
High surveillance =
High delay =
16 |Payment delay Medium delay =
Low delay =
No. [Output Parameter Encode Code
Labor productivity Number form M3/day

7.2 Data Organization

Initially, the first step in implementing the neural network
model in NeuroSolution application is to organize the
Neurosolution excel spreadsheet as shown at Figure 2.
Figure 2 shows a snapshot of the Excel program that rep-
resents part of the data matrix. Then, specifying the input
factors that have been already encoded, which consist of
16 factors; Area of the building(m2), footings type, foot-
ings volume, method of casting concrete, number of La-
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bor, material shortages, tool and equipment shortages and
efficiency, labor experiences, duration of formwork and
casting footings, working hours per day at site, weather,
complexity due to steel bars, drawings and specifications
alteration during execution, easy to arrive to the project
location, lack of labor surveillance, and payment delay .
The desired parameter (output) is Labor productivity by
(M3/day).
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Fig.2: Snapshot showing the data matrix
7.3 Data Set {£g) @
The available data were divided into three sets namely; e ——————
training set, cross-validation set and test set [9]. Training e
and cross validation sets are used in learning the model R s e
A .. . ] i Create Dati Files 2
thr(_)ugh utlll_zmg.tralnlng set in modifying th_e n_etwor_k  — S
weights to minimize the network error, and monitoring this e [l T e e
error by cross validation set during the training process. e ol Complest
R R . .- - - -\l Columns &5 In-pln i ﬂduelﬂ
However, test set does not enter in the training process and e T SRS e
it hasn’t any effect on the training process, where it is used e "
for measuring the generalization ability of the network, i
and evaluated network performance [10]. T .
In the present study, the total available data is 111 exem- L e
. . . . 1818 Refresh Tag Fommat:
plars that are divided randomly into three sets with the . s 2
following ratio: Fig.3: Tag rows of data as a training set

- Training set (includes 83 exemplars ~ 75%).

- Cross validation set (includes 15exemplars ~
14%).

- Test set (includes 13 exemplars = 11%).
See Figure 3 and 4 which explain how the data was dis-
tributed into sets and defined each exemplar for the corre-
sponding.
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Fig.4: Tag rows of data as a cross-validation set

7.4 Building Network

Once all data were prepared, then the subsequent step is
represented in creating the initial network by selecting the
network type, number of hidden layer/nodes, transfer func-
tion, learning rule, and number of epochs and runs. An
initial neural network was built by selecting the type of
network, number of hidden layers/nodes, transfer function,
and learning rule. However, before the model becomes
ready, a supervised learning control was checked to speci-
fy the maximum number of epochs and the termination
limits, Figure 5 presents the initial network of Multilayer
Perception (MLP) network that consists of one input, hid-
den, and output layer.

Fig.5: Multilayer Perceprtorn (MLP) network

Before starting the training phase, the normalization of training data is recognized to improve the performance of trained
networks by Neurosolution program which as shown in Figure 6 which ranging from (0 to +0.9).
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Fig.6: selecting the normalization limits of data

7.5 Model Training

The objective of training neural network is to get a net-
work that performs best on unseen data through training
many networks on a training set and comparing the er-
rors of the networks on the validation set [11]. There-
fore, several network parameters such as number of hid-
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den layers, number of hidden nodes, transfer functions
and learning rules were trained multiple times to produce
the best weights for the model. As a preliminary step to
filter the preferable neural network type, a test process
was applied for most of available networks in the appli-
cation. Two types Multilayer Perceptron (MLP) and
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General feed Forward (GFF) networks were chosen to
be focused in following training process due to their
good initial results. It is worthy to mention that, previous
models that have been applied in the field of estimating
productivity of foundation works by neural networks
used earlier two types of networks because of giving
them the best outcome. The following chart illustrates
the procedures of training process to obtain the best
model having the best weight and minimum error per-
centage.

Select the type of neural network
v
Apply five learning rule for each
~ b
Apply six transfer Functions for each

S

Increase number of hidden layers from one up to
three hidden layers

Sz

Increase number of Hidden Nodes in each layer
from one up to forty

SZ

The Best Model

™ |
a)
" Home  Tnsert Page Layout Formulas Dita

HeuraSalutons -

Menu Commands

Fig.7: the procedures of training process

The chart shows the procedures of the model training,
which starts with selecting the neural network type either
MLP or GFF network. For each one, five types of learn-
ing rules were used, and with every learning rule six
types of transfer functionswere applied, and then one
separate hidden layers were utilized with increment of
hidden nodes from 1 node up to 40 nodes this layer. By
another word, thousand trials contain 40 variable hidden
nodes for each was executed to obtain the best model of
neural network. Figure 8 clarifies training variables for
one trial. It compromises of number of epochs, runs,
hidden nodes, and other training options. Ten runs in
each one 3000 epochs were applied, where a run is a
complete presentation of 3000 epochs, each epoch is a
one complete presentation of all of the data[6].
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Fig.8: Training options in Neurosolution application

However, in each run, new weights were applied in the
first epoch and then the weights were adjusted to mini-
mize the percentage of error in other epochs. To avoid
overtraining for the network during the training process,
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an option of using cross-validation was selected, which
computes the error in a cross validation set at the same
time that the network is being trained with the training
set. The model was started with one hidden layer and
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one hidden node in order to begin the model with simple
architecture, and then the number of hidden PEs was
growing up by one node up to 40 hidden nodes.

7.6 Model Results

As mentioned above, the purpose of testing phase of
ANN model is to ensure that the developed model was
successfully trained and generalization is adequately
achieved, through a system of trial and error. The best
model that provided more accurate productivity estimate
without being overly complex was structured of Multi-
layer Perception (MLP) includes one input layer with 16
input neurons and one hidden layer with (22 hidden neu-
rons) and finally three output layer with one output neu-
ron (Labor productivity (M3/day)). However, the main
downside to using the Multilayer Perception network
structure is that it required the use of more nodes and
more training epochs to achieve the desired results. Fig-
ure 9 summarizes the architecture of the model as num-
ber of hidden layer/nodes, type of network and transfer
function.
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Fig.9: Architecture of the model
7.7 Results Analysis

The testing dataset was used for generalization that is to
produce better output for unseen examples. Data from 15
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cases were used for testing purposes. A Neuro solution
test tool was used for testing the adopted model accord-
ingly to the weights adopted. Table 2 present the results
of these 15 cases with comparing the real productivity
(M3/day) of tested cases with estimated productivity
from neural network model, and an absolute error with
an absolute percentage error is also presented.
Table.2: Results of neural network model at testing

phase
Case Actual Estimated | Absolute | Absolute
Productivity | Productivity | Error | Percentage

(M3/day) (M3/day) AE Error (%)
1 10.80 10.81 0.01 0%
2 16.60 15.45 1.15 7%
3 10.10 10.57 0.47 5%
4 12.64 12.46 0.18 1%
5 18.16 16.84 1.32 7%
6 11.16 11.12 0.04 0%
7 14.83 14.97 0.14 1%
8 13.53 13.59 0.06 0%
9 20.10 20.18 0.08 0%
10 15.53 15.79 0.26 2%
11 13.52 13.77 0.25 2%
12 45.83 46.05 0.22 0%
13 40.50 40.64 0.14 0%
14 45.16 43.89 1.27 3%
15 39.70 40.52 0.82 2%

O Mean Absolute Error
The Mean Absolute error (MAE) for the presented re-
sults in Table 3 equals (0.743 M3/day), it is largely ac-
ceptable for Gaza Strip construction industry. However,
it is not a significant indicator for the model perfor-
mance because it proceeds in one direction, where the
mentioned error may be very simple if the project is
large, and in turn; it may be a large margin of error in
case the project is small.

O Mean Absolute Percentage Error
The mean absolute percentage error of the model is cal-
culated from the test cases as shown in Table 2, which
equals 2%,; this result can be expressed in another form
by accuracy performance (AP) according to Wilmot and
Mei, (2005) which is defined as (100-MAPE) %. AP=
100% - 2% = 98%. That means the accuracy of adopted
model for estimating productivity. It is a good result
especially when the construction industry of Gaza Strip
is facing a lot of obstacles [12].
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Q Correlation Coefficient (R)

Regression analysis was used to ascertain the relation-
ship between the estimated productivity and the actual
productivity. The results of linear regressing are illustrat-
ed in table 3. The correlation coefficient (R) is 0.997,
indicating that; there is a good linear correlation between
the actual value and the estimated neural network
productivity

Table.3: Results of performance measurements

Productivity
Performance (M3/day)

MSE 0.9512
NMSE 0.0057
MAE 0.7426
Min Abs Error 0.0085
Max Abs Error 2.4343
r 0.9970

The previous results show that the models have excellent
performance. The accuracy of the best model developed
by General Feed Forward sounds very favorably with
data based from test set. It has been shown from the re-
sults that the model performs well and no significant
difference could be discerned between the estimated
output and the desired value. Results of cross validation
set are shown in Figures 10.
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Fig.10: Desired output and actual network output for
C.V set exemplar
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Figure 11 describes the actual productivity comparing
with estimated productivity for cross validation (C.V)
dataset. It is noted that there is a slight difference be-
tween two quantities lines.
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50
Productivity (M3/day) 40
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Fig.11: Comparison between desired output and actual
network output for Test set

7.7 Sensitivity Analysis

Sensitivity analysis is the method that discovers the
cause and effect relationship between input and output
variables of the network. The network learning is disa-
bled during this operation so that the network weights
are not affected. The basic idea is that the inputs to the
network are shifted slightly and the corresponding
change in the output is reported either as a percentage or
as a raw difference [6]. Table 4 and 5 show the sensitivi-
ty analysis of the GFF model which includes 16 graphs
each of them represents the relation between one input
and the output (productivity m3/day).
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Table.4: the sensitivity analysis of the GFF model
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Table.5: the sensitivity analysis of the GFF model
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Sensitivity analysis was carried out by Neurosolution
tool to evaluate the influence of each input parameter to
output variable for understanding the significance effect
of input parameters on model output. The sensitivity
analysis for the best GFF model was performed and the
result is summarized and presented in figure 12.

8.61

Productivity (M3/day)

541

2.06

0.98 75 0.88 0.83

023022 0.25 0.26 0.33 9 15 0.34

B Productivity (M3/day)

Fig.12: Sensitivity about the mean

Figure 12 shows “Footings Volume” parameter has the
greatest effect on the productivity of foundation works
output where its influence exceeds the impact of other
factors combined. But the result of (Mady M., 2013)
showed that number of labor factor had the greatest ef-
fect on labor productivity for casting concrete slabs.
Mady study was consisting of 11 factors which affect
labor productivity for casting concrete slabs [13].

The value 8.61 for the footings volume input parameter
is the value of the standard deviation for 111 output val-
ues. These output values are recorded after training the
model with fixing the best weights on a matrix data. All
inputs are fixed on the mean value for each raw except
the footings volume value which varied between (the
mean — standard deviation) to (the mean + standard de-
viation). The second parameter affecting the total
productivity is “Duration of formwork and casting Foot-
ings” which has great effect on productivity. While the
result shows that parameter “Payment delay” hasn’t any
effect on productivity of foundation works. This result is
unexpected.

VIIl.  CONCLUSION
> Historical data of building projects were collected
from the questionnaire. The projects were executed
between 2012 and 2016 in Gaza Strip. 111 case

www.ijaers.com

OFRPrNWRARUTONXO

[1]
(2]

(3]

[4]

studies were divided randomly into three sets as
training set (83 projects 75%), cross validation set
(15 projects 14%), and testing set (13 projects 11%).
Developing ANN model passed through several
steps started with selecting the application to be
used in building the model. The Neurosolution5.07
program was selected for its efficiency in several
previous researches in addition to its cease of use
and extract results. The data sets were encoded and
entered into MS excel spreadsheet to start training
process for different models.

Many models were built but GFF model was found
the best model, which structured from one input
layer, included 16 input neurons, and included one
hidden layer with 22 neurons.

The accuracy performance of the adopted model
recorded 98% where the model performed well
and no significant difference was discerned be-
tween the estimated output and the actual produc-
tivity value.

In order to ensure the validity of the model in es-
timating the productivity of new projects, many
statistical performance measures were conducted
i.e; Mean Absolute Error (MAE), Mean Absolute
Percentage Error (MAPE), Total Mean Absolute
Percentage Error (Total MAPE), and Correlation
Coefficient (r). The results of these performance
measures were acceptable and reliable.

Sensitivity analysis was performed using Neuroso-
lution tool to study the influence of adopted factors
on labor productivity. The performed sensitivity
analysis was in general logically where the “Foot-
ings Volume” had the highest influence, while the
unexpected result was ‘“Payment delay” factor
which hadn’t any effect on productivity of founda-
tion works.
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