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Abstract— A new and efficient algorithm for high-density
salt and pepper noise removal in images and vidsos
proposed. In the transmission of images over chlanne
images are corrupted by salt and pepper noise, tue
faulty communications. Salt and Pepper noise i® als
referred to as Impulse noise. The objective oérilig is

to remove the impulses so that the noise free insge
fully recovered with minimum signal distortion. Sei
removal can be achieved, by using a number ofiegist
linear filtering techniques. We will deal with tlimages
corrupted by salt-and-pepper noise in which theswoi
pixels can take only the maximum or minimum vajues

0 or 255 for 8-hit grayscale images).

Keywords—About five key words in alphabetical order,
separated by comma.

I. INTRODUCTION
1.1 Introduction to project
In image processing it is usually necessary toqoerf
high degree of noise reduction in an image before
performing higher-level processing steps, such dgee
detection. The median filter is a non-linear digita
filtering technique, often used to remove noisenfro
images or other signals. The idea is to examinanapte
of the input and decide if it is representativetaf signal.
This is performed using a window consisting of afd o
number of samples. The values in the window ar&edor
into numerical order; the median value, the sampkhe
center of the window, is selected as the outpué dldest
sample is discarded, a new sample acquired, and the
calculation repeats.
Median filtering is a common step in image proaegslt
is particularly useful to reduce speckle noise saltl and
pepper noise. Its edge-preserving nature makeseitul
in cases where edge blurring is undesirable Image
synthesis is the process of creating new images fro
some form of image description. The kinds of imatipas
are typically synthesized include as follows.
1.1.1 Noise
In common use, the word noise means unwanted sound
noise pollution. In electronics noise can refer the
electronic signal corresponding to acoustic noiseaf
audio system) or the electronic signal correspandm
the (visual) noise commonly seen as 'snow' on sadegl
television or video image. In signal processing or
computing it can be considered data without meatfiag
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is, data that is not being used to transmit a sidng is
simply produced as an unwanted by-product of other
activities. In Information Theory, however, noisestill
considered to be information. In a broader senim, f
grain or even advertisements in web pages can be
considered noise. Noise can block, distort, or ghathe
meaning of a message in both human and electronic
communication.

In many of these areas, the special case of thempisé
arises, which sets a fundamental lower limit to tmen

be measured or signaled and is related to basisigaly
processes at the molecular level described by kvedivn
simple formulae.

1.1.2 Salt and Pepper Noise

Another common form of noise is data drop-out noise
(commonly referred to as intensity spikes, specklsalt
and pepper noise). Here, the noise is caused byseirr
the data transmission. The corrupted pixels ateeiset

to the maximum value (which looks like snow in the
image) or have single bits flipped over. In somsesa
single pixels are set alternatively to zero or tet
maximum value, giving the image a “salt and pefjer’
appearance. Unaffected pixels always remain unathng
The noise is usually quantified by the percentdgaxels
which are corrupted.

In the following examples, images have been coedipt
with various kinds and amounts of drop-out noise. |
pixels have been set to 0 or 255 with probabpit%. In
pixel bits were flipped withp=3%, and in 5% of the
pixels (whose locations are chosen at random) etréos
the maximum value, producing the snowy appearance.
For this kind of noise, conventional low pass filtg,
e.g. mean filtering or Gaussian smoothing is relatively
unsuccessful because the corrupted pixel valuevaan
significantly from the original and therefore theam can

be significantly different from the true value. Max
filter removes drop-out noise more efficiently aadthe
same time preserves the edges and small detatisein
image better. Conservative smoothing can be used to
obtain a result which preserves a great deal oh hig
frequency detail, but is only effective at reducilogv
levels of noise.

1.1.3 Median Filter

The Common Names are Median filtering, Rank fitigri
The median filter is normally used to reduce ndis@n
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image, somewhat like the mean filter. However,fie
does a better job than the mean filter of presgruiseful
detail in the image.

How Median filter works

Like the mean filter, the median filter consideracle
pixel in the image in turn and looks at its nearby
neighbours to decide whether or not it is repregerm of
its surroundings. Instead of simply replacing thirep
value with the mean of neighbouring pixel values, i
replaces it with the median of those values. Thdiameis
calculated by first sorting all the pixel valuesrfr the
surrounding neighbourhood into numerical order taah
replacing the pixel being considered with the médgilxel
value. (If the neighborhood under considerationt@iog
an even number of pixels, the average of the twadhai
pixel values is used.) Figure 1.1 illustrates aaneple
calculation.

1231 125 | 126 | 130 | 140

Neighbourhood values:
1221124 | 126 | 127 | 135

115,119,120, 123, 124,

118|120 | 150 | 125 | 134 125,126,127, 150

119 1 115 | 119 | 123 | 133

Median value: 124

111|116 | 110 | 120 | 130

Fig.1.1: Calculating the median value of a pixel
neighborhood.

As can be seen the central pixel value of 150 tisera
unrepresentative of the surrounding pixels anépaced
with the median value 124. A 3x3 square neighbadhieo
used here and larger neighborhoods will produceemor
severe smoothing.
1.1.4 Mean Filter
The Common Names are Mean filtering, Smoothing,
Averaging, Box filtering. Mean filtering is a singl
intuitive and easy to implement method of smoothing
images,i.e. reducing the amount of intensity variation
between one pixel and the next. It is often usebtiuce
noise in images.
How mean filter works
The idea of mean filtering is simply to replaceleacxel
value in an image with the mean (‘average') valuigso
neighbours, including itself. This has the effecdt o
eliminating pixel values which are unrepresentatofe
their surroundings. Mean filtering is usually thbugf as
a convolution filter. Like other convolutions it sased
around a kernel, which represents the shape amdo$iz
the neighbourhood to be sampled when calculatimg th
mean. Often a 3x3 square kernel is used, as shown i
Figure 1.1, although larger kernetsd.5x5 squares) can
be used for more severe smoothing. (Note that dl sma
kernel can be applied more than once in order ¢dywe
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a similar - but not identical - effect as a singéss with a
large kernel.)

1 1 L
9 E 9
1 1 1
u u 9
1 1 L
E E 9

Fig.1.2: 3x3 averaging kernel often used in mean
filtering

Computing the straightforward convolution of an gea
with this kernel carries out the mean filtering gges.
1.1.5 Adaptive Median Filter
Comparing with Standard median filtering the Adegti
median filtering is an advanced method. Which pixel
an image have been affected by impulse noise can be
determined by using spatial processing. AMF perfoinm
the image by comparing each pixel with its surrangd
neighbor pixels to classify pixels as noise. The
neighborhood pixel of the size is adjustable, al agefor
the comparison the threshold is adjustable. A pixelot
structurally aligned with those pixels to which i
similar, as well as pixel that is Different fromnaajority
of its neighbors can be treated as impulse noi¢e T
median pixel value of the pixels in the neighborh@an
be replaced in the place of noise pixels that hzassed
the noise labeling test.
1.1.6 Unsymmetric Trimmed Median Filter
In this UTMF, the selected window elements arerayeal
in either increasing or decreasing order. Thenpixel
values 0’s and 255’s in the image (i.e., the pwalues
responsible for the salt and pepper noise) are vetho
from the image. Then the median value of the reimgin
pixels is taken. This median value is used to Eplhe
noisy pixel. This filter is called trimmed mediaiiter
because the pixel values 0's and 255’s are reméresa
the selected window.
1.1.7 Proposed Algorithm
The proposed Modified Decision Based Unsymmetrical
Trimmed Median Filter (MDBUTMF) algorithm
processes the Corrupted images by first detectivg t
impulse noise. The processing pixel is checked hdrat
is noisy or noisy free. That is, if the processpixgl lies
between maximum and minimum gray level values then
is noise free pixel, it is left unchanged. If theqessing
pixel takes the maximum or minimum gray level tliten
noisy pixel which is processed by MDBUTMF.

1.2 Introduction to VLSI

1.2.1 Digital Design

Prompted by the development of new types of
sophisticated field-programmable devices (FPDsg th
process of designing digital hardware has changed
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dramatically over the past few years. Unlike presio
generations of technology, in which board-leveligies
included large numbers of SSI chips containing dasi
gates, virtually every digital design produced tpda
consists mostly of high-density devices. This agplnot
only to custom devices like processors and mermauy,
also for logic circuits such as state machine adletrs,
counters, registers, and decoders. When such tsrate
destined for high-volume systems they have been
integrated into high-density gate arrays. Howewgte
array NRE costs often are too expensive and gasysar
take too long to manufacture to be viable for pigiong

or other low-volume scenarios. For these reasomst m
prototypes, and also many production designs ake no
built using FPD s. The most compelling advantages o
FPDs are instant manufacturing turnaround, lowt-star
costs, low financial risk and (since programmingldme
by the end user) ease of design changes. The market
FPDs has grown dramatically over the past decadleeto
point where there is now a wide assortment of d=vio
choose from. A designer today faces a daunting task
research different types of chips, understand whay
can best be used for, choose a particular manuéatsu
product, learn the intricacies of vendor-specififtware
and then design the hardware. Not only the shembeu

of FPDs available exacerbates confusion for desigyne
but also by the complexity of the more sophistidate
devices. The purpose of this paper is to provide an
overview of the architecture of the various typé&®BDs.
The emphasis is on devices with relatively highidog
capacity; all of the most important commercial pro
are discussed.

1.2.2 Overview of Commercially Available FPDs

This section provides many examples of commerdpdd F
products. SPLDs are first discussed briefly, andnth
details are given for all of the most important CRLand
FPGAs. The reader who is interested in more details
the commercial products is encouraged to contaet th
manufacturers, or their distributors, for the latdata
sheets.

Commercially Available CPLDs

As stated earlier, CPLDs consist of multiple SPIilka-|
blocks on a single chip. However, CPLD products are
much more sophisticated than SPLDs, even at thed tdv
their basic SPLD-like blocks. In this section, CR_Bre
discussed in detail, first by surveying the avddab
commercial products and then by discussing thestyiie
applications for which CPLDs are best suited. Sidfit
details are presented to allow a comparison betvieen
various competing products, with more attentionngei
paid to devices that we believe are in more wideesgpr
use than others.

Commercially Available FPGAs
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As one of the largest growing segments of the
semiconductor industry, the FPGA market-place is
volatile. As such, the pool of companies involvéamges
rapidly and it is somewhat difficult to say whicloducts
will be the most significant when the industry rees a
stable state. For this reason, and to provide aemor
focused discussion, we will not mention all of fHeGA
manufacturers that currently exist, but will ingtefacus

on those companies whose products are in widespusad
at this time. In describing each device we will liss
capacity, nominally in 2-input NAND gates as givien
the vendor. Gate count is an especially contentissise

in the FPGA industry, and so the numbers giverhia t
paper for all manufacturers should not be taken too
seriously. Wags have taken to calling them “dogtega

in reference to the traditional ratio between huraad
dog years. There are two basic categories of FP@GAs
the market today 1. SRAM-based FPGAs and 2. aatifu
based FPGAs. In the first category, Xilinx and Adtere
the leading manufacturers in terms of number ofgjse
with the major competitor being AT&T. For antifuse-
based products, Actel, Quick logic and Cypress, and
Xilinx offer competing products.

1.2.3 Needs for FPGA

Because they offer high speeds and a range of itigsac
FPGAs are useful for a very wide assortment of
applications, from implementing random glue log t
prototyping small gate arrays. One of the most comm
uses in industry at this time, and a strong redsoithe
large growth of the FPGA market, is the conversibn
designs that consist of multiple SPLDs into a semall
number of FPGAs. FPGAs can realize reasonably
complex designs, such as graphics controller, LAN
controllers, UARTS, cache control, and many othAssa
general rule-of-thumb, circuits that can exploitdevi
AND/OR gates, and do not need a very large number o
flip-flops are good candidates for implementatiam i
FPGAs. A significant advantage of FPGAs is thatythe
provide simple design changes through re-programmin
(all commercial FPGA products are re-programmable).
Within system programmable FPGAs it is even possibl
to re-configure hardware (an example might be &nge

a protocol for a communications circuit) withoutwr-
down.

Designs often partition naturally into the SPLDelik
blocks in a FPGA. The result is more predictableesp
performance than would be the case if a design sie
into many small pieces and then those pieces were
mapped into different areas of the chip. Predititsibof
circuit implementation is one of the strongest adages

of FPGA architectures.
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II. LITERATURE SURVEY
In this section, we have gone through detail liae
reviews of impulse noise removal on the reportesbme
articles and critically studied their performant¢kesough
computer simulation. In traditional median filteginalled
standard median filter (SMF), the filtering opeoatiis
performed across to each pixel without considering
whether it is uncorrupted. So, the image details,
contributed by the uncorrupted pixels are also esttbf
to filtering and as a result the image detailslase in the
restored version. To overcome this problem, an Isgu
noise detection mechanism is applied prior to thage
filtering. A Dynamic Adaptive Median Filter (DAMF)
was proposed for removing high density salt andppep
noise. The filter is dynamic in nature as it desidhe
window size for the test pixel locally before filieg
during run time and is adaptive due to the selactiba
proper window size. The progressive switching media
filter (PSMF) was proposed which achieves the ditac
and removal of impulse noise in two separate stalges
first stage, it applies impulse detector and tHenroise
filter is applied progressively in iterative mansein
second stage. In this method, impulse pixels lacatehe
middle of large noise blotches can also be properly
detected and filtered. The performance of this oetis
not good for very highly corrupted image.
Nonlinear filters such as adaptive median filtetMR)
can be used for discriminating corrupted and unied
pixels and then apply the filtering technique. Nqiixels
will be replaced by the median value, and uncoedpt
pixels will be left unchanged. An efficient decisibased
algorithm (DBA) was proposed using a fixed winddrnes
of , where the corrupted pixels are replaced hyeeithe
median pixel or neighborhood pixels. It shows prsing
results, a smooth transition between the pixelssswith
lower processing time which degrades the visualityua
of the image.
A novel improved median filtering (NIMF) algorithis
proposed for removal of highly corrupted with saiid-
pepper noise from images. Firstly all the pixele ar
classified into signal pixels and noisy pixels tsing the
Max-Min noise detector. The noisy pixels are then
separated into three classes, which are low-density
moderate density, and high-density noises, basethen
local statistic information. Finally, the weighte8-
neighborhoodsimilarity function filter, the medidifter
and the 4-neighborhood mean filter are adoptednmre
the noises for the low, moderate and high leveksas
respectively.
A Tolerance based Arithmetic Mean Filtering Teclueiq
(TSAMFT) is proposed to remove salt and pepperenois
from corrupted images. Arithmetic Mean filtering
technique is modified by the introduction of two
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additional features. In the first phase, to calulthe
Arithmetic Mean, only the unaffected pixels are
considered. In the second phase, a Tolerance Valge
been used for the replacement of the pixels. This
proposed technique provides much better results tiie

of the existing mean and median filtering techngue

A modified decision based unsymmetrical trimmed
median filter (MDBUTMF) algorithm is proposed fdret
restoration of gray scale, and color images thathighly
corrupted by salt and pepper noise. The proposed
algorithm replaces the noisy pixel by trimmed madia
value when other pixel values, 0's and 255’s aes@nt

in the selected window and when all the pixel valaee

0’'s and 255’s then the noise pixel is replaced Bam
value of all the elements present in the selectiediaw.
When this algorithm tested against different gragles
and color images, it gives better Peak Signal-tisélo
Ratio (PSNR) and Image Enhancement Factor (IEF).
Existing System

Median filters are known for their capability tonmeve
impulse noise without damaging the edges i.e., to
preserve the edges. The main drawback of a standard
median filter (SMF) is that it is effective only rfdow
noise densities. At high noise densities, SMFs rofte
exhibit blurring for large window sizes.

Proposed System

Adaptive Median is a “decision-based” filter knovas
(MDBUT median filter) that first identifies posséhoisy
pixels and then replaces them using the mediaer fit

its variants, while leaving all other pixels unchad. This
filter is good at detecting noise even at a higisetevel.

. SOFTWARE AND HARDWARE DESIGN
3.1 Introduction
Digital images play a very important part both in
applications such as television magnetic resonance
imaging computer tomography as well as in field of
science and technology such as geographical intowma
system and astronomy. Sets of data collected bgema
sensors and other devices are generally contardirgte
noise .Also noise can introduced due to transmissio
errors and compression. Hence denoising is often a
necessary and first step to be performed beforeggéma
data is analyzed and processed. An efficient derpis
techniqgue must be applied to compensate for suth da
corruption. Noise is generally modeled as Gaussaise
(Normal), Uniform noise and Impulse noise (salt and
pepper noise). The impulse noise is of two typésed-
valued and random valued. The fixed valued impulse
noise is also known as salt and pepper noise wtach
have value either 0 or 255. Here O represent cdmple
black and 255 represent complete white on grayescal
image. The random valued impulse noise can have any
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value between 0 and 255; hence its removal is very
important and difficult. Image de-noising is an on@ant
pre-processing step for image analysis. It refethe task

of recovering a good estimate of the true imagenfia
degraded observation without altering and changing
useful structure in the image such as discontiesiitind
edges. Image denoising still remains an important
challenge for researchers because denoising process
removes noise but introduces artifacts and alssesu
blurring.

Several nonlinear filters have been proposed for
restoration of images contaminated by salt and @epp
noise. Among these standard median filter has been
established as reliable method to remove the salt a
pepper noise without damaging the edge details.
However, the major drawback of standard MediareFilt
(MF) is that the filter is effective only at low ise
densities. When the noise level is over 50% theeedg
details of the original image will not be preservied
standard median filter. Adaptive Median Filter (AMF
performs well at low noise densities. But at highise
densities the window size has to be increased winiai
lead to blurring the image. In switching mediarefi] the
decision is based on a pre-defined threshold valhe.
major drawback of this method is that defining aust
decision is difficult. Also these filters will ndake into
account the local features. As a result of whicfaiteand
edges may not be recovered satisfactorily, espgcial
when the noise level is high.

To overcome the above drawback, Decision Based
Algorithm (DBA) is proposed. In this, image is deised

by using a window. If the processing pixel valueisr
255 it is processed or else it is left unchangedhigh
noise density the median value will be 0 or 255chtis
noisy. In such case, neighboring pixel is used for
replacement. This repeated replacement of neighdori
pixel produces streaking effect. In order to avthis
drawback, Decision Based Un symmetric Trimmed
Median Filter (DBUTMF) is proposed. At high noise
densities, if the selected window contains all @'55’s

or both then, trimmed median value cannot be obthin
So this algorithm does not give better resultseay high
noise density that is at 80% to 90%. The proposed
Modified Decision Based Unsymmetric Trimmed Median
Filter (MDBUTMF) algorithm removes this drawback at
high noise density and gives better Peak Signaldise
Ratio (PSNR) and Image Enhancement Factor (IEF)
values than the existing algorithm.

The proposed Modified Decision Based Unsymmetric
Trimmed Median Filter (MDBUTMF) algorithm
processes the corrupted images by first detectirgg t
impulse noise. The processing pixel is checked hdrat

is noisy or noisy free. That is, if the processpixgl lies
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between maximum and minimum gray level values then
is noise free pixel, it is left unchanged. If theqessing
pixel takes the maximum or minimum gray level tlites
noisy pixel which is processed by MDBUTMF. In many
practical cases of image processing, only a noiage is
available. This circumstance is known as the blind
condition. Many denoising methods usually requine t
exact value of the noise distribution as an esakfilier
parameter. So, the noise estimation methods isphgal
domain use the variance or standard deviationtimate
the actual added noise distribution. But it is fouhat the
mean deviation provides better results than théanee
or standard deviation to estimate the noise digtioD.
The advantage of this approach is that the meaiatitmv

is actually more efficient than the standard déerain
practical situations. The standard deviation emigkasa
larger deviation; squaring the values makes eadhafin
distance from the mean exponentially (rather than
additively) larger. The larger deviation will cause
overestimation or underestimation of the noise. e,
assume that use of the mean deviation may conrgritmut
more accurate noise estimation. Keeping these pant
view, the authors have used the mean deviatiompetea

in deciding the noise pixel and replaced the céipiseel

by its mean deviation instead of its mean. Thessiephe
proposed MDBUTMF algorithm are given below.

3.2 Algorithm

Step 1 The MDBUTM Filter selects a 2D-window of
size 3x3. The center pixel in the selected windsvthie
processing pixel and it is denoted as Pij . Itiieg in
Fig.3.1. The neighboring pixels of the processirnxglp
are present in the directions NW, N, NE, W, E, S3V,
and SE. The positions of these directions arej{11,(i-
1)), (i-1,j+1), (ij-1), (j+1), (i+1,-1), (i+1) and
(i+1,j+1) respectively. The directions are clearly
mentioned in the following Fig.3.1. The X-axis is
considered for ‘i’ and Y-axis is considered for j’

Window of size 3x3

INW| N |NE
W P, E
SW| S |SE

~
Processing pixel

Fig.3.1: Pixel 2D-window of size 3x3

Step 2 If then is an uncorrupted pixel and its value is
left unchanged.
Step 3 If or then is a corrupted pixel then two cases are

possible as given in Case i) and ii).

Case i) If the selected window contains all the elements
as 0's and 255's. Then replacewith the mean of the
element of window.

Case ii) If the selected window contains not all elements
as 0's and 255’s. Then eliminate255’s and O’s and f
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the median value of the remaining elements. Replaite
the median value.

Step 4 Repeat steps 1 to 3 until all the pixels in the
entire image is processed.

The pictorial representation of each case of tlwp@sed
algorithm is shown in below flow chart.Each and rgve
pixel of the image is checked for the presenceatifand
pepper noise. Different cases are illustrated belbthe
processing pixel is noisy and all other pixel vale
either 0's or 255's is illustrated in Case i). Ifet
processing pixel is noisy pixel that is 0 or 255 is
illustrated in Case ii). If the processing pixelnist noisy
pixel and its value lies between 0 and 255 isfitated in
Case iii).

Case i) If the selected window contains salt/pepper noise
as processing pixel (i.e., 255/0 pixel value) and
neighboring pixel values contains all pixels thdtis: salt
and pepper noise to the image

where “255” is processing pixel, i.e., .

Since all the elements surrounding are 0's and B85’
one takes the median value it will be either 0 66 2
which is again noisy. To solve this problem, theamef
the selected window is found and the processinglps«
replaced by the mean value. Here the mean valt&Qds
Replace the processing pixel by 170.

Case ii) If the selected window contains salt or pepper
noise as processing pixel (i.e., 255/0 pixel valaay
neighboring pixel values contains some pixels #Hdds
salt (i.e., 255 pixel value) and pepper noise &ithage
where “0” is processing pixel, i.e., .

Now eliminate the salt and pepper noise from thecsed
window. That is, elimination of 0’s and 255’s. TheD
array of the above matrix is [78 90 0 120 0 25529%
73]. After elimination of 0’s and 255’s the pixedlues in
the selected window will be [78 90 120 97 73]. Here
median value is 90. Hence, replace the processie p
by 90.

Case iii) If the selected window contains a noise free
pixel as a processing pixel, it does not requirghtr
processing. For example, if the processing pix8lishen

it is noise free pixel

where “90” is processing pixel, i.e., .

Since “90” is a noise free pixel it does not requinrther
processing.

Process Flow Chart of MDBUTMF
In this process we consider 0 to 15 values as Papper
noise and 230 to 255 values as 255 i.e salt noise.

www.ijaers.com

Elminate the elements with

Replace processng pixel
with median of remaining
slements m a selected

Dengised

Fig.3.2: Flow chart of MDBUTMF

The above figure 3.2 indicates flow chart of MDBUFM
It represents the process flow of a MDBUTMF and the
process steps as shown below.
Step 1Read a Noisy image.
Step 2Check theeach pixel value (P(i,j)) is in between 0
to 255 or not.
Step 3If the pixel value is in between 0 to 255 then we
consider it as a de noise value so we can takeathis
output.
Step 4If the pixel value is 0 or 255 then select a 2[3 3*
window and keep that pixel value in center of thadew
and take the neighbor values also.
Step 5we can check the number of 0’s and number of
255’s in that window.
Step 6 Check if the number of 0’s or 255's are greater
than 4 then we have to calculate Mean value bypéll
pixel values from that window and keep that meaune/a
in center and we consider it as a de noise value.
Step 7Check if the number of 0’s or 255’s are less than
4 then we have to calculate Median value by takifig
pixel values from that window and keep that median
value in center and we consider it as a de noikeeva
Step 8Repeat the process from Step 2 to Step 7 for each
pixel in a noisy image and take the output pixéliga
3.3 Block Diagram

The below figure 3.3 represents the block
diagram of Noise removal and its having main patarse
Input Noisy Image, Xilinx Platform Studio, FPGA and
Visual Basic.

INPUT XILINX I
NOISY PLATFORM
IMAGE STUDIO I

rPC

Fig.3.3: Block Diagram of Noise removal

JTAG

FPGA

RS 232

* Input Noise Image block contains Noisy image
and applied to Xilinx Platform Studio.

 We should upload header file of an image in
Xilinx Platform Studio and we can write the
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code for removing the noise in System
Language.

e Now we can dump these program FPGA
processor through JTAG cable.

* FPGA Processor do the preprocessing and ¢
the output i.e de noisy image to the Visual B:
through serial communication by using RS
cable.

e In the Visual Basic we can see the input
output images along with thcorresponding
pixel values.

Internal Process of Noise removal
The above figure 3.4 represents internal proceswoiske
removal and the process as follows.

MDBELTT Fikier

Inpmi Moy
Tmage
Sliding Windos
b Rle

Fig.3.4: Internal Process of Noise remo

e Take the input noisy image. The image ha\
threeindividual values for R,G and

e So we need to convert this RGB value to C
value because its having only one value anc
easily process by single value.

- After that we need to do pixel classification
we came to know noisy pixel values and
noisy pixel value.

* We can apply the noisy pixel value to MDBL
Filter, It process the noisy pixel value and ¢
the de noisy pixel value.

* We can take de noisy pixel value and consid
as output. We consider these de noisy f
values as output image.

3.4 Design

There are different ways to include processorsde
Xilinx FPGA for System-on-&hip (SoC) PowerPC ha
processor core, or Xilinx MicroBlaze soft processore,
or userdefined soft processor core in VHDL/Verilog.
this work, The 32-bit MicroBlaz processor is chos
because of the flexibility. The user can tailor
processor with or without advance features, basethe
budget of hardware. The advance features inc
memory management unit, floating processing 1
hardware multiplier, hardare divider, instruction an
data cache links etc. The architecture overviewthef
system is shown in Figure 2. It can be seen treethre
two different buses (i.e., processor local bus (PhBd
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fast simplex link (FSL bus) used in the syster-6]. PLB
follows IBM core connect bus architecture, wh
supports high bandwidth master and slave dev
provides up to 128bit data bus, up to bit address bus
and centralized bus Arbitration. It is a type osd bus
Besides the access overhead, PLtentially has the risk
of hardware/software incoherent due to bus ariuina
On the other hand, FSL supports p-to-point
unidirectional communication. A pair of FSL bus&sih
processor to peripheral and from peripheral to @seor)
can form a dedated high speed bus without arbitrat
mechanism. Xilinx provides C and assembly langt
support for easy access. Therefore, most of pemd
are connected to the processor through PLB; the [
coprocessor is connected through FSL ins

FPGA Device

MDBUT Median
Filter Architecture

| vart |

DDR
SDRAM

Fig.3.5: System Overvie

The current system offers several methods foridiging
the data. These methods are a UART, and VGA,
Ethernet controllers. The UART is used for provglen
interface to a host computer, allowing udnteraction
with the system and facilitating data transfer. M®A
core produces a standalone -time display. The
Ethernet connection allows a convenient way to éx
the data for use and analysis on other systemsuf
work, to validate the DWT caocessor, an image data
stream is formed using VISUAL BASIC, then transedt
from the host computer to FPGA board through U#
port.

In terms of its instructioset architecture, MicroBlaze
very similar to theéRISC-based DLX architecture
described in a popular computer architecture
by Patterson and Hennes: With few exceptions, th
MicroBlaze can issue a new instruction every cy
maintaining singlesycle throughput under ma
circumstances.

The MicroBlaze has a versatile interconnect systel
support a variety of embedded applications. MicezBls
primary 1/O bus, th&€ore ConnelPLB bus, is a
traditional systemmemory mapped transaction bus w
master/slave capability. A newer version of
MicroBlaze, supported in both Spar-6 and Virtex-6
implementations, as well as theSeries, supports the
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AXI specification. The majority of vendor-suppliedhd
third-party IP interface to PLB directly (or thrdugn
PLB to OPB bus bridge.) For access to local-memory
(FPGA BRAM), MicroBlaze uses a dedicated LMB bus,
which reduces loading on the other buses. Useneefi
coprocessors are supported through a dedicated-FIFO
style connection called FSL (Fast Simplex Link).eTh
coprocessor(s) interface can accelerate compuédiyon
intensive algorithms by offloading parts or theimty of

the computation to a user-designed hardware module.

IV. SOFTWARE AND HARDWARE
SPECIFICATIONS

4.1 Software Specifications

1. XILINX Platform Studio

2. MATLAB

3. Visual Basic
4.1.1 XILINX Platform Studio
The Xilinx Platform Studio (XPS) is the development
environment or GUI used for designing the hardware
portion of your embedded processor system. Xilinx
Embedded Development Kit (EDK) is an integrated
software tool suite for developing embedded systeitis
Xilinx MicroBlaze and PowerPC CPUs. EDK includes a
variety of tools and applications to assist theigies to
develop an embedded system right from the hardware
creation to final implementation of the system am a
FPGA. System design consists of the creation of the
hardware and software components of the embedded
processor system and the creation of a verification
component is optional.
A Typical embedded system design project involves
hardware platform creation, hardware platform
verification (simulation), software platform creaii
software application creation, and software veatiion.
Base System Builder is the wizard that is used to
automatically generate a hardware platform accgrdin
the user specifications that is defined by the MHS
(Microprocessor Hardware Specification) file. ThedB!
file defines the system architecture, peripheratel a
embedded processors]. The Platform Generation tool
creates the hardware platform using the MHS file as
input. The software plat defined by MSS (Micropreser
Software Specification) file which defines drivenda
library customization parameters for peripherals,
processor customization parameters, standard 110
devices, interrupt handler routines, and other v
related routines. The MSS file is an input to thirary
Generator tool for customization of drivers, libesrand
interrupts handlers.
Algorithm Mapping
The FPGA implementation is divided into blocks, leac
block implementing a separate portion of the athami
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This approach allowed for concurrent developmert an
for testing of individual blocks. The inbuilt fimitstate
machine (FSM) controls each block. In addition,ighh
level FSM controls the interaction of the blocksack
computational block is implemented in C and chedioed
proper functionality with simulators (ISE Simulatdrhe
Algorithm primarily consists on mapping low-level
operations like local filters. Conceptually, eadkep in
the output image is produced by sliding an NxN wind
over the input image and computing an operation
according to the input pixels under the window dinel
chosen window operator. The result is a pixel vahag is
assigned to the center of the window in the ouimatge
as shown below in Figure 4.4.

Vindow

/’ Operator |

WAREZSZ=2a00

window = pixel

Patfi o

windo

X X
Fig.4.5: Mapping the window operation

For processing purposes, the straightforward ambris
to store the entire input image into a frame buyffer
accessing the neighborhood pixels and applying the
function as needed to produce the output image. If
processing of the video stream is required NxN Ipixe
values are needed to perform the calculations &auh
the window is moved and each pixel in the image#
up to NxN times. Memory bandwidth constraints make
obtaining all these pixels each clock cycle impllssi
Input data from the previous N-1 rows can be cached
using a shift register (or circular memory buffem) when
the window is scanned along subsequent lines.
Instead of sliding the window across the image atheve
implementation now feeds the image through the aind
Introducing the row buffer data structures addsitamithl
complications. With the use of both caching and
pipelining there needs to be a mechanism for adtting
the row buffer and for flushing the pipeline. Ths
required when operating on video data, due to the
horizontal blanking between lines and the vertical
blanking between frames. If either the buffer oe th
pipeline operated during the blanking periods thsuits
for following pixels would be incorrect due to inia
data being written to them. This requires us topsto
entering data into the row buffers and to stall gigeline
while a blanking period occurs.
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A better option is to replicate the edge pixels tioé
closest border. Such image padding can be consigere

a special case of pipeline priming. When a new &asn
received the first line is pre-loaded into the dowffer the
required number of times for the given window size.
Before processing a new row the first pixels as® gre-
loaded the required number of times, as is thepliast of

the line and the last line with the implementatafnthe
Row Buffers for Window Operations.

Memory Interfacing and C Compiler

Because the Spartan 3E FPGA that is used in thgrdes
does not have enough internal RAM for image stqgrage
the processing blocks were interfaced with fiveboard
256Kx36-bit pipelined DDRAM devices. To reduce the
hardware computation time, each sub-block can azatd
write within the same clock cycle; each sub-blocasw
connected to two memory chips while active. Typicad
computational block reads its inputs from one memor
and writes its outputs to another. It is also nsapsto
control/arbitrate the FPGA internal block RAM, whics
used for storage of computed thresholds and other
parameters. The memory interface provides the
computational blocks with a common interface ardeki
some of the complex details.

C Compiler

Xilinx MicroBlaze Processor Supports Linux and G-to
FPGA Acceleration embedded systems can be developed
to create hardware accelerated, single-chip apita
that take advantage of the MicroBlaze processduifea
and C-to-hardware acceleration for complex,
performance-critical applications. The addition of
memory management to the MicroBlaze processor
provides embedded systems designers with a powerful
new alternative for hardware-accelerated embedded
systems. By offloading critical C-language procseste
dedicated hardware coprocessors, the system aole wh
can operate at a slower clock speed, consume tagsrp
and yet provide vastly more processing performahaa
would be possible using a discrete processor.

Using the automated C-to-hardware compiler toold an
interactive optimizers, performance gains well ktess

of 100X over software-only approaches, in applaadi
that include image processing, DSP and secure
communications have been reported. The MicroBlaze
configurable soft processor includes configurable
coprocessor capabilities through its high-perforoean
Fast Simplex Link (FSL) accelerator interface. The
compiler automatically parallelizes and pipelines C
language algorithm and generates FSL interfacet) wi
little or no need for hardware design experience or
hardware description language (HDL) coding. The
automatic C-to-HDL capabilities of MicroBlaze
dramatically accelerate system design.
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Program Files
Input Files
1. MHS File
The Microprocessor Hardware Specification (MHSE fil
defines the hardware component. The MHS file seages
an input to the Platform Generator (Platgen) tawh
MHS file defines the configuration of the embedded
processor system, and includes the following

* Bus architecture

* Peripherals

* Processor

 System Connectivity
2. MSS File
The Microprocessor Software Specification (MSS) is
used as an input file to the Library Generator @eib).
The MSS file contains directives for customizing DS
libraries, and drivers.
3. UCF File
The User Constraints File (UCF) specifies timingd an
placement constraints for the FPGA Design.
Output Files
1. Block Memory Map
A BMM file is a text file that has syntactic degations of
how individual Block RAMs constitute a contiguous
logical data space. When updating the FPGA bitsirea
with memory initialization data, the Data2Mem uili
uses the BMM file to direct the translation of dati® the
proper initialization form. This file is generatdyy the
Platform Generator (Platgen) and updated with paysi
location information by the Bitstream Generaton too
2. ELF File
The Executable and Linkable Format (ELF) is a commo
standard in computing. An executable or executfilde
in computer science, is a file whose contents arannto
be interpreted as a program by a computer. Mosnpft
they contain the binary representation of machine
instructions of a specific processor, but can alsotain
an intermediate form that requires the servicesaof
interpreter to be run.

V. SOFTWARE TESTING AND RESULTS
5.1 Image to Text Conversion
The below process indicates image to header file
conversion and each step as shown in the below.
Step 1 The below figure 5.1 indicates the Creation of
main page for image browsing and header file. Hege
can create two rectangle boxes foe image browsmb a
header file creation and take one square box aso f
displaying the selected image.

Page | 181



International Journal of Advanced Engineering Research and Science (IJAERS)

https://dx.doi.org/10.22161/ijaers/3.11.28

[Vol-3, Issue-11, Nov- 2016]
ISSN: 2349-6495(P) | 2456-1908(0)

T 03 { £
K _ =/
ke

[E—T—]

i i

Fig.5.1 : Creation of main page for ime browsing and
header file

Step2 The below figure 5.2 indicates browse an im
from the location where the image is existing. Bgking
on browse button we can open an image.

e ___________________ >

EEREFEREEE

i e e Z

Fig.5.2: Browse an Imag

Step3 Figure 5.3indicates showing a selectidmage.
After browsing an image its displayed on the squmme
in main page.

Fig.5.3: Showing a selected ime

Step4 The below figure 5.3 indicates the Header
creation. After selecting the image we can clicktha
create header file button thenailll create header file fc
that image and showing one dialog box saying thet
created successfully after that we need to clickQdt
button which is showing in dialog box.

[——— =

Fig.5.4: Header file creatio
Step5 The below figure 5.5 indicates showingxel
values of a selected image. Its represents ing@igdixel
value of an image.
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1
Fig.5.5: Showing pixel values of a selected i

5.2 Simulation Results

Experiments are performed on gray level imagestdw
the proposed method. These imagesrepresented by 8
bits/pixel and size is 128 x 128. Image used
experiments are shown in below figure

=

=]

Recaived Hexvalue

TS -0 o

Fig.5.6: Input imags

The above figure 5.6 represents input noisy aloiitg

pixel values and the below figure 5.7 icates output
image along with pixel values.The measurands uee
proposed method are as follo

The entropy (E) is defined as where s is the se
processed coefficients and p (e) is the probabitif
processed coefficients. By using entropy, numkf bits

required for compressed image is calculated. Aern
used global objective quality measure is the mepare
error (MSE) defined as Where, nxm is the numbeotaf

pixels. p(i,j) and p(i,j)’ are the pixel valuestime original
and reconstructed image.

Fig.5.7: Output imag

The synthesis report is bel

The above figure 5.8 represents Synthesis repaind.
the information about how many registers we arag
and number of inputs etc.The Quantitative perforceasf
the proposed algorithm is evaluated based on Hgaél.
to noise ratio (PSNR) ,Mean Sae Error (MSE) and
Image Enhancement Factor (IEF) which is giver
equations 1 and 2 respective
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MSE=—7Y ¥ _
my 21 2\ Ry
(1)
Where
i 2557
PSNR =10log,,
MSE
.2

Where x refers to Original image, R denotes restore
image, M x N is the size of Processed image.

VI. CONCLUSION
In this paper, a new algorithm (MDBUTMF) is propdse
which gives better performance in comparison with, M
AMF and other existing noise removal algorithms in
terms of Peak signal to noise ratio (PSNR) and bnag
Enhancement Factor (IEF). The performance of the
algorithm has been tested at low, medium and hajsen
densities on both gray-scale and color images. Eten
high noise density levels the MDBUTMF gives better
results in comparison with other existing algorithrBoth
visual and quantitative results are demonstratede T
proposed algorithm is effective for salt and peppaise
removal in images at high noise densities.
In this paper, a We have presented an alternative
implementation of median filtering for arbitrarilarbe
windows. The architecture is immune to changes in
window size, the area being determined solely leyktit
width. This allows for a flexible window-size thaarc
change from one calculation to another and we Ifinal
presented the results which are implemented on the
Spartan-3 EDK evolution board.
6.1 Future Scope
In the Transmission of Videos over channel, Video
frames are corrupted by salt and pepper noise (Bapu
Noise), due to faulty communication systems. Wiils t
project we can implement a better filtering teclidhat
makes the noisy video frames to noise free vidamés.
Median filters are the best known nonlinear digfiitérs
based on order statistics to solve the presentlgmoin
videos. Median filters are known for their capapilio
remove salt and pepper noise and preserves thee.shap
The noise detection process to discriminate between
uncorrupted pixels and the corrupted pixels prior t
applying non-linear filtering is highly desirable protect
the signal details of uncorrupted pixels. We pregos
Modified Decision Based Unsymmetrical Trimmed
Median filter (MDBUTM) algorithm for the restoraticof
gray scale, and color video frames that are highly
corrupted by salt and pepper noise.
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