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Abstract— In this work, architecture is designed fortechniques.[28]. In conventional Fourier transforamsl its

integrating lifting based discrete wavelet transfo(DWT)
structure with logarithmic based floating point @umnetic
units. As many algorithms were proposed for codvagelet
coefficients for image compression, Set-Partitignim
hierarchical trees algorithm (SPIHT) is found to tédely
used due to its low—computational complexity anttebe
method for compressing the images. However it fieimd

related transforms namely Discrete Cosine transfand
Discrete Sine transform, sinusoids are used for basic
functions. Such transform techniques provided otiig
frequency information and not temporal informatioks
many of the image processing applications are dég@ron
both the type of information, wavelet transformheiques
are widely acceptable. This technique distinguisheslow

from the drawback of occupying high memory spac# arfirequency and high frequency signals so that tlgiired

hence produced less throughput. This drawback éscmme
in this work by adopting modified SPIHT algoritherrhed
as block-based pass-parallel SPIHT (BPS) algoritfrne
designed architecture is compared with multi-priegis
floating point arithmetic units and the synthesisults are
presented. From the experimental synthesis restlis

proved that the integration of DWT structure inteigd with

range of frequencies can be compressed withoubrdst.
Recently, Discrete type of wavelet transform is elydused
in image processing as it performs multi resoluémalysis
and supports features like easy manipulation ofpressed
image with better quality and resolution. DWT asnerally
implemented by convolution method but it requirasgér
number of arithmetic computations and hence ocdupie

log based FPU core and BPS coder implemented onAPGnore area when implemented on Xilinx FPGAs. Hence
devices provided efficient area and high speed dfting based DWT scheme came into existence. Téshod

computations. The proposed architecture is desigmsdg

requires lesser number of computations as it brekthe

Verilog HDL and synthesized on various Xilinx FPGAigh pass and low pass wavelet filters into a secgieof

devices. The architecture designed in this worksisful for
compressing the images with good compression raatier
resolution of images and to obtain high peak tmalgatio.

high and low triangular matrices.

This work is focused in the design and

Keywords— Discrete Wavelet Transform, Log based EEE implementation of lifting based DWT architecture FIRGA.

FPU, SPHIT Algorithm, Block-based pass parallel SPH
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l. INTRODUCTION
Image compression is one of the important techsiguéehe
field of image processing. It is the representatainan
image with few bits in digital form by retainingetlquality
of the image. Generally an image is representedl r@astrix
of pixel values. The objective of image compress®ro
reduce the redundancy of the image so that the cata
either be stored or transmitted in an efficient man
Lossless and loss image compressions are the twlodse
of compressing the images. In lossless compressioen
after the file is uncompressed all the originaladiat the file
can be completely restored. Whereas in loss comsipres
only a part of the original information can be ceetl after
the file is uncompressed. In recent years wavedgisforms
have become one of the powerful tools in the faflimage
processing particularly in image
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The architecture is developed with the aim of adhig less
area, high speed of computations and low power
consumption. Hence the computations are based on
logarithmic floating point computations rather than
conventional floating point arithmetic units. [14everal
algorithms have been developed for coding wavelet
coefficients. As the objective of the work is tocapy less
storage space and to achieve high throughput, bhesled
pass-parallel SPIHT algorithm is employed with the
integration of DWT structure. The hardware impletaéon

of the architecture is done using Verilog HDL and
synthesized in Xilinx FPGA devices. The proposed DW
architecture is proved to be efficient in termsanéa and
speed by comparing with the design of multi-prexisi
floating point arithmetic designs and logarithmioating
point units that are described in our previous \8ofK]

The rest of the paper is organized as follows. iSect
discusses the survey of various methods used inlébggn

compressiorf lifting based DWT structure and logarithmic hntetic
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units. Section Il provides a background on disswavelet
transform,
Partitioning in Hierarchical trees (SPIHT) AlgorithSection
IV, describes the proposed architecture of DWT cétme
with logarithmic units and modified BPS SPIHT aligiom
and the methods for image fusion. [29]. Sectionrbvjales
the hardware implementation of the architectureFRGA
devices[30]. Synthesis results of multi-precisidnafing
point arithmetic designs and logarithmic floatingind

The discrete wavelet transform(DWT)
splitted by filters into a low pass and high pasmponent.
It is then down sampled by 2 separately. The lowspa
component is then again splitted further and detgthagain
according to the requirements. The output of DW@& the
band pass coefficients and final low pass coeffisie As
decimation is done at each step the total oupupkanate
becomes eqaul to the input sample rate and herce ihno

designs are presented and compared with the prdposedundancy in the transform.

architecture. Finally, Section VI concludes the kvand
areas for future study.

Il. LITERATURE SURVEY
G. Govindu, R. Scrofano, and V. K. Prasanna et@bqsed
the design of floating point arithmetic cores.[1la$®d on

these cores design of arithmetic and logic unitsrewe

proposed based on IEEE 754 standard.[4].G. GoviRdu,

Scrofano, and V. K. Prasanna et.al proposed tha a
arithmetic

efficient architecture for the design of
expresssions using the floating point cores.[2]i8land-
style with embedded FPU is proposed by Beauchanap,et
while a coarse-grained FPU was suggested by Hb Even
et al. suggests a multiplier for performing on eitisingle-
precision or double precision floating point numbdB].An
optimized FPU in a hybrid FPGA was suggested byetval.
[5] and a configurable multimode FPU for FPGAs tho@g
and Parameswaran. [6].The proposed work is based
reduced complexity of arithmetic computations. Hetag
based arithmetic computations are preferred rathan
floating point computations. Anand et al. proposedog
lookup table (LUT)-based FPU, which utilizes a lothanic

principle to achieve good accuracy with reduced grow

consumption. [8].The proposed method suggests faeet
model for the development of DWT architecture inggd
with logarithmic floating point computations for nf@ming

image compression. Many algorithms are proposed for

coding wavelet coefficients. Some of the algorithere
embedded zero tree wavelet (EZW), embedded blodingo
with  optimized truncation (EBCOT)
operations and set partitioning in hierarchicab$r¢SPIHT).

The implementation of the proposed lifting based DW
architecture on FPGA devices are designed with th
objective of achieving less area and higher speéd o

computations. Hence the modified SPIHT algorithnmied

as BPS coder is integrated with DWT structure aog |

based FPU in the proposed work to achieve highutitriput
and less area in the implementation of Xilinx FP@vices.
[17].

WAVELET TRANSFORMS AND SPIHT
ALGORITHM
3.1 Convolution Based Discrete Wavelet Transform
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Fig.1: DWT Structure

The filtering steps are done based on multiply and

accumulate operations. Depending on the charatitsrsif
"fe filter, the filtering operation extracts fregug
information from the data. The convolution based DW
computations suffers from high computational comitye
and high memory utilization requirements.

3.2 Inverse Discrete Wavelet Tranform

The IDWT is exactly opposite to that of DWT. Thevipass
and high pass data streams are up sampled andiltbesd
using filters. The results are added together tmpce the
low pass result of the previous level. This resadh be
Embined with the high pass result to produce @rrtavels
and on continuing the process further the origgtedam of

data can be reconstructed
1 Reconstructed
= Image

Image

aH
Fig.2: IDWT structure
3.3 Set partitioning in hierarchical trees (SPIHT)
Algorithm

SPIHT algorithm is applied to a image
transformed domain. The image is represented gmtak

relat|onsh|p between the parent and its off spEagh node
of the tree corresponds to a coefficient in thegedrig 3a)
represents the image of size 16x16 transfromed-leyed

DWT. The square denoted by R represents the rabRag

pixels numbered 0,1,2&3 corresponds to the rodigBb).
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Fig.3: Spatial Orientation Tree b)Morton Scanningd@r
For a given set T, SPIHT defines a function of gigance

(b)

provides faster computations of the transforms.The
polyphase matrix P(z) is splitted as follows:

_[he(2) ho(2)

g g @
h.(z) and h,(z) deneote the even part and odd part of
low pass filter analysis angl.(z) g,(z) represents the even
and odd part of the high pass analysis. Then thetifon is
factorised . Spiltting is the process of separatngn and
odd points. In the prediction step, the even sample
multiplied by time domain equivalent and are adttedhe

that indicates whether the sehas pixels larger than a given0dd samples. The odd samples are multiplied bytithe

threshold.
Sn(T ), the significance of seT in the nth bit-plane is
defined as

Sn(T) = 1, max (w(i)|) = 2" 1)
wi)UT
S@r) =0, else. 2

WhenSn(T) is “0,” T is called arinsignificant setElse

T is called asignificant set An insignificant set can be
represented as a single-bit “0,” but a significaet is
partitioned into subsets, whose significances iin are to be
tested again. A SPIHT algorithm consists of thressps
namely insignificant set pass (ISP), insignificantel pass
(IPP) and significant pixel pass (SPP). [27]

According to the results of the ¢ 1)th bit-plane, thath bit
of pixels are categorized and processed by onbeothree
passes. Insignificant pixels classified by then +(1)th bit-
plane are encoded by IPP for théh bit-plane whereas
significant pixels are processed by SPP. The maad gf
each pass is the generation of the appropriatestteam
according to wavelet coefficient information. Isat in ISP
pass is classified as a significant set inrttiebit plane, it is
decomposed into smaller sets until the smaller seéts
insignificant or they correspond to single pixel§.the
smaller sets are insignificant, they are handledS®; If the
smaller sets correspond to single pixels, theyharelled by
either IPP or SPP depending on their significaritehe
most significant bit-plane is a zero bit-plane, Hieplane is
not encoded, and consequently, the number of edcbite
planes is decreased. The following significantgtétnes are

not encoded if they are also zero bit planes. SPHIT

algorithm process all the three linked lists in Glerder.
This way of processing the pixels slow down thecpssing
speed of computations. Hence modified SPIHT algorits
proposed in this work.

V. PROPOSED WORK
4.1 Lifting based DWT
In this scheme, the polyphase matrix of the wavédet
factorized into a sequence of alternating upper lamer
triangular matrices and diagonal
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matrix. This schem

domain equivalent of s(z) and are added to the smamples
in the update process. Finally in scaling, the esamples
are multiplied by 1/k and odd samples by k.[18]

4.2 Lifting Based DWTArchitecture

The lifting based DWT structure is integrated with
logarithmic floating point units as shown in thguie. The
implementation of architecture is mairdgpendent

Auillizry

CONTROL UNIT

Controller

SYNCL i
\—'_l ! l SYNCZ
Video 1= Reconstructed

Wemary DWTALOG FRU

,‘ Buffer }Qb

contral Image

\
BRSFIHT

ID\.‘-’FLDG FRU

BPEFIHT

Fig.4: Lifting Based DWT with Log FPU and BPS
on the memory required for the computations. Amdtng
various memory scan techniques available, sucinastan,
block-based scan and stripe based scan, line based
processing of wavelet coefficients is utilised mstwork.
[19-22].In this method, scan order is raster séaminternal
buffer of size LN is used, where N represents tinaler of
pixels in a row and L represents the number of rthas are
required for the computations. The presence ofrriale
buffer avoids the accessing of external memory thit
turn reduces the storage space. The inputs ar&dedthe
memory and the synchronistion signals generatedhly
control units makes the memory block to be updatéese
synchronisation signals are used to compensateuesll
delay generated by the two critical path delaysnattiplier
and adder. The biorthogonal two dimensional discret
wavelet transform structure is computed in row-uowh
manner.[23-26].The image stored in the external argris
read to the processing core in a row wise ordere Th
horizontal filtering are done to the rows that dstssof the
computing modules as per the lifting scheme. Ptedpdate
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and scaling process are performed depending onuimber
of modules. The resultant coefficeints are storethe local
memory or buffer.Then the column processor perfotines
vertical filtering to the same computing modulesheT
approximate coefficients considered as inputs adeffom
the buffer and the sub band coefficients generagdhe
resultant are fed back to the external memory n by row
order. The operation is continued until all theuieed levels
of wavelet decomposition are completed. In ordgreidorm
the computations faster and to provide area efftaikesign,
logarithmic multipliers are designed in this wolld]. The
lifting based DWT structure integrated with loghantic
floating point units results in power and area wgdun. The
block based pass parallel SPIHT compression alguris
utilised for coding the wavelet coefficients.
4.2.1 Logarithmic Number Systems
In contrast to floating point numbers, in logariitbmumber
systems the mantissa is always 1 and the exporantah
fractional part. Let the number A has a value of

A= -1% x25, (4)

representation of a 2's complement fixed point nerapif
overflow doesn'’t exists, addition is an operatigmikar to
floating point computation. And if overflow conditi
occurs it will result in . Overflow condition occurs, when
the addition of two numbers of same bit size resulvith
the increase in bit width. [11].In this work, Ibgsed 32 bit
floating point multiplication was computed basedi@ok up
table method. [15].128 values of single precisitoatfing
point numbers is called as a function and acceased bit
integer. Logarithmic addition was performed fordaighmic
multiplication. For the corresponding multiplicatioesult of
logarithm computation the antilogarithm of the n@mnlis
computed. [16]

4.2.3. Block-Based Pass-Parallel SPIHT

Let 8x8 block discrete wavelet transformed image be
considered as the input to the BPS coder. The iinpage is
sent to the bit slicing and it is decomposed intat dit
blocks. BPS process one 4x4 bit block at a timis. flarther
decomposed into 2x2 blocks. The major block ises@nted
as H and the sub blocks are represented as Q. dingoto

S, is the sign bit and Eis a fixed point number. The signthe type of output bits generated as refining Isitsting bits

bit represents the sign of the number anddpresents the
2's complement fixed point number. Similarly loghric

and first refinement bits, BPS consists of thregspa termed
as refinement pass (RP), sorting pass(SP) and first

numbers can be represented in both very large ang vrefinement pass(FRP) respectively. The RP is a caatibn

small numbers.

Logarithmic number system based operations are rag/
to identify the exceptions occurred during the catapons.
Hence these exceptions are identified with theesgmtation
of flag bits to specify the code for zero, +/- mify, and
NaN. [12]

The logarithmic number system has the similar raagé
precision of floating point number systems. For skgn bit,
a=8 and the mantissa b=23bit of a single precisiomber,
the range in LNS system is approximately +1.5%16

of IPP and SPP as mentioned earlier in SPIHT &dlgyorand
visits each sub blocks that is significant in thevous bit
plane. In the next clock cycle, the insignificaittgdanes are
entered to sorting pass. SP transmits and genethtes
significance of the major block. From the signifitabit
stream of the insignificant sorting pass, the REesothe
significant micro blocks and generates the codeguiuSP
pass process the major block. RP and FRP passssrooty
the sub blocks. The controller stops the sortirgspehen all
the blocks in the 8x8 coefficients become signific& hus

3.4x1G% For the double precision floating point numberunnecessary updating of the insignificant sortimgses is

LNS system has a range of approximately +2.8%1@ 1.8

avoided in BPS algorithm which in turn increaseel speed

x10°®. Thus, LNS representation covered the entire rangé computations.[27], [28].

of the corresponding IEEE 754 standard representaif
floating-point numbers. [9]

4.2.2. Log based Multiplication

Multiplication operation involves a simple compidat in
Logarithmic Number System. [10]

The product is computed by adding the two fixednpoi
logarithmic numbers as per the following logaritbmi

property:

log; (x.y) = log (x) +loga(y) (5)

The sign bit is computed by XORing the multipliegsd
multiplicand’s sign bits. The flags bits for infiigs, zero,
and NANs are encoded for the exceptions similalE6E
754 standard.
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4.3. Complex Wavelet Transform

Image fusion is the process of extracting useffdrmation
from two or more images and combined together tmfa
single image. DWT are widely used in the fusionns@ges.
Real valued DWT transforms proposed in the work alan
be used in image fusion but suffers from propettiesshift
variance,lack of directionality associated with weavlet and
not well matched with the singularities like lingsdges.
Hence complex wavelet tranform can be used to oweec
the above mentioned disadvantages. In this tramsftine
original signal is passed through 2 real DWT filb@nk
trees. The resulting coefficients are complex. Thatput
values of the first tree are considered for reat pad the
output values of the second tree are considered for
imaginary part. The implementation of complex wavel

Since the logarithmic numbers aee th
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transform structure with logarithmic arithmetic tsnwill be
implemented in the next part of the work.

V. EXPERIMENTAL RESULTS

The lifting based DWT architecture was designedhwit
logarithmic multiplication computations and inteigeh with
BPS coders.These modules were designed in VeXidigx
ISE 9.2 tool was used for the synthesis of theghssand
simulated using Model sim, a simulator from Model
Technology (Mentor Graphics Company). Designs were
synthesized in Xilinx VIRTEX 7 FPGA devices. The
designed architecture was compared with multi greni
floating point arithmetic designs and logarithmi@thanetic
units designs and the results are presented hene. T
parameters are compared between the proposedearaigit
and the multi precision floating point designs asven in

TABLE II: COMPARISON BETWEEN PROPOSED

ARCHITECTURE AND LOG FPU

Device Proposed DWT | Logarithmic
VIRTEX Architecture Multiplication
7 FPGA With Log FPU | Based-FPU
and BPS Coder

Area (slices 288 out of 2890 out of
LUTSs) 192800 192800
Clock 152.001 MHz 97.066MHz
Speed

(MHZ)

Latency(ns) 6.579ns 10.302ns

TABLE Il also proved that, the proposed lifting bdsDWT
architecture integrated with logarithmic floatingimt units

the figureb.

2500 5076
2000 -
1500 - ed
1000 - — Architecture
500 - 6.579 ® Multiprecisi
61 16.526 fpy
O = T T 1
Area Speed Latency

Fig.5: Parameters Comparison Chart

TABLE I: COMPARISON BETWEEN PROPOSED
ARCHITECTURE AND MULTI-PRECISION FPU
ARCHITECTURE

Device Proposed DWT | Multi-
VIRTEX Architecture Precision
7 FPGA With Log FPU | FPU

and BPS Coder
Area  (slices 288 out of 2076 out of
LUTSs) 192800 192800
Clock Speed| 152.001 MHz 60.509MHz
(MHZ)
Latency(ns) 6.579ns 16.526ns

From the experimental results shown in TABLE | wis
concluded that the proposed lifting based DWT aechire
integrated with logarithmic floating point units carBPS

and BPS coders occupied less area and increasegpeiee

of computations compared to the implementation iy o
logarithmic floating point multiplication units ofFPGA
devices. Hence the proposed work is proved to be
advantageous for the implelementation on devices.

The image parameter analysis such as peak to S
ratio and resolution of the images will be produdedur
future work. As power consumption is one of the anaj
entitiy in VLSI designs, optimisation of power fthre same
architecture will be considered in further parttod work.

VI. CONCLUSION AND FUTURE WORK
In this work, the implementation of DWT and IDWT
structures on FPGA devices provided efficient aeeal
faster speed of computations. These structures were
designed based on logarithmic floating point corapaihs
and hence provided efficient area compared to atiomal
floating point arithmetic units. From the experirtamesults
it was concluded that, the block based pass-paiSiéHT
algorithm along with log based FPU DWT structures
provided high throughput, less latency and efficamea.
In our future work, the designs will be extendedhwihe
implementation of multi mode embedded logarithmic
floating point units along with BPS SPIHT codergtovide
better resolution of images, improved accuracy &b
power consumption. Also the complex wavelet
Transform structure will be integrated with loghantic
floating point units and BPS coders for image fosio
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