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Abstract— Wireless Sensor Networks have the
revolutionary significance in many new monitoring
applications and self-organized systems. Based on the
nature of application WSN are needed to support various
levels of Quality of Services. Quality of service parameters
are most significant aspect in WSN during data
transmission from sensor nodes to sink. This paper surveys
the factor on rdiability, predictability, sustainability,
optimal clustering and scheduling by analyzing various
models existing in WSN. A network that satisfies all these
Qos parameters ensures outstanding throughput in
performance. We concluded by exploring some of the
dimensions for research interest and addressed open issues
ahead to enhance the performance of WSNSs.
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l. INTRODUCTION
In recent years new paradigm in the field of wissle
transmission and miniaturization has paved way he t
drastic development of WSNs. In sensor networks, tdu
resource limitations like computing capability, ilied
buffer size, confined bandwidth and energy sources,
satisfying QoS requirements in WSNs is a challeggask.
QoS is considered as quality to be generally neizegl by
the user or application. As there exist vast apgibois in
WSNSs and their QoS requirements may vary. Alsaetle
a fact that “one size cannot fit for all” QoS sugmplution
may differ for each application type. So we havesidered
QoS requirements enforced by the applications am th
network. Reliable data transmission is one of thpdrtant
aspect of dependability and QoS in wireless sensor
networks. In WSNs event-driven data monitored bg th
sensor nodes should be transmitted reliably tosthk for
successful surveillance of an environment. Reliatalasfer
of data is the assurance that the packet containing
information about the event delivers at the base
station.Event or packet reliability is concernednwamount
of information is that required to intimate thelsabout an
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occurrence of an event in an environment. Packebility
revealed as all packets containing monitoredrinfdion
from all the sensor nodes to be reliably transmiitie the
sink. Event reliability assures that the sink ordegts
sufficient amount of information regarding happeniof
particular event in the network instead of transingt all
sensed data. In most of the sensor network based
applications, it is needed that information be atelie
delivered over channels blended with noise andrefffo
attain the reliability, sensor networks must indudrror
control and correction procedure to provide rekabita
transmission.

Node activity determines the sustainable workldadas
been showed that power-constrained WSNs can be
represented as transmit networks and that the nizadion

of the energetic sustainability of the workflow céme
represented as the attribute of maximum flow. Tdlateon

of the maximum flow problem results non-determinist
routing tables that can be eventually implementedha
sensor nodes to attain optimum sustainability. Raguti
algorithms must route data from sources to sinkdeacat
the specified rate. Routing algorithms impact snstze
workload. They impose power consumption to nodes fo
packet relaying. They must select the routes g0 asnsure
the required data flow. Routing algorithm must mgizie
the energetic sustainable workload. Sustainabilitgn be
determined by computing recovery time as the time t
recover energy spent for packet processing from the
environment.

In the case of event based application, evenedriv
information should be transmitted within the coefintime
limit. There may circumstance arise where sensdes@re
not present with enough energy to complete its atjmer
due to connectivity failure or insufficient enenggsource or
prone to drain out of energy, which leads to dcasti
undesirable outcomes. Hence, Prediction mechansm i
needed to analyze the energy level and lifetimsenfsors.
Predictability is termed to predict whether all pedare
able to complete the committed task within the give
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lifetime requirement, energy limits are computed am
analysis will be carried out to check whether tloeles are
within the limits or not.

Clustering promotes the synchronized coordination b
grouping set of adjacent sensor nodes. Conseguentl
minimizes energy utilization and enhances religpili
Optimal Clustering ensures the consumption of téohi
energy in an efficient way to enhance the netwdétiine.
Clustering is considered to be optimum if it séisfthe
following requirements:

1. Clustering must promotes balanced load througtiuei
network and completely distributed.

2. Clustering and Cluster head (CH) selection teates
within a fixed number of iteration

3. Clustering must guarantees increased connectiwit
ensure minimized delay.

4. Clustering should facilitates fault toleranceaimid the
chance of reclustering.

5. Concentration of CH within a particular geogriaphrea
is avoided, that is CH must be evenly distributedrathe
network.

6. Cluster size and number of clusters are optidfaethe
improved performance of the network.

Scheduling is an important aspect for enhancing th
network lifetime which save the time and energytlse
network becomes more robust flexible and efficient.
Scheduling is termed as scheduling of packets, twisc
used to organize the sequence of packets in whitbdr the
packets should be transmitted and received to tme b
station. In most of the sleep-awake scheduling outh
sender nodes are able transmit data to receivezsnodly
when they are active. Sleep scheduling focusescireasing
the network life time. But in most of the casese#ds to
increase in broadcasting delay. Whenever the nurober
nodes in the increases, the delay in transmittirdso
increase. So, a sleep scheduling algorithm is densd to
be efficient if it is designed to minimize broadiag delay
from any node. Sleep scheduling algorithms aimetice
the utilization of energy. Henceforth, a schedylmethod
must balance both energy utilization and transmgittielay
in the network.

. RELIABLE DATA TRANSMISSION IN WSN

It is a well known fact that facilitating reliakiji support
hop-by-hop fashion in intermediate nodes is higitgrgy-
efficient than considering only reliability suppant end-to-
end fashion. Under hop-by-hop model, intermediaides
present in the end-to-end path are supposed tizipate in
data transport by caching and retransmitting datekets,
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generating or changing the contents of control pekin
order to avoid end-to-end retransmissions. This enak
impossible to implement full transport layer endigp
between the sender and the receiver. Both the emmaht
packet level based data transfer methods are athlgzthe
following sections.

Event-to-Sink Reliable Transport (ESRT)

Akan et al. [11] proposed the concept of reliapitin event
by introducing the approach the most advantagewaste
to-sink reliability protocol (ESRT). This algorithensures
end-to-end transmission of information about indisl
event to the base station. It attains reliabilitytéerms of
number of packets containing data about a particetant
that has been transmitted to the base station.dBaisehe
amount of packets which is enough to detect thenteve
delivered to the sink within a particular duratioeliability

is calculated. ESRT deploys a control mechanismthat
sink to control the node’s event reporting frequenc
periodically, which in turn achieves the specifretiability
level. The event reporting frequency of the nodses i
increased When the specified reliability is notaiattd.
Reduction in reporting frequency is required to idvo
congestion at the sink and to retain. Energy copsiom at
the node is optimized by minimizing the reporting
frequency after achieving the specified reliabiligSRT
reveals under four different network conditionstsas both
reliability and congestion, only reliabilty and no
congestion, only congestion and no reliability, aod both
reliability and congestion. This algorithm assumis
broadcast the value of recently received eventrinéion

to all nodes according to which the reporting freagy is
adjusted, this done to eliminate redundancy. ESRT
increases the data transmission rate in ordersorasvent
reliability. And also the area which is prone tagestion is
detected. In-network data processing leads to gnerg
efficient event detection which accurate and bdia
Limitations:

1. It assumes all the nodes in the network to be ptese
at one hop away from the sink which leads to a
serious limitation because conventionally it is not
possible.

2. Central rate control mechanism is not energy
efficient when compared to retransmission-based
hop-by-hop loss recovery methods. This in turn
further leads to degenerate the overall bandwidth
utilization and its leads to high energy consuppti
as network condition varies for different partstiodé
network.
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3. Congestion detecting assumption is not effectige, a
an area where the event is clearly detected needs t
report frequently resulting congestion in the
network.

Retransmission or redundancy transmission reliabyli

Authors in [8] presented a study on the packetvalri
probabilty and average energy utilization for
retransmission and redundancy approaches to improve
reliability for data transmission. Analysis pred&s that
when probability of loss is low or moderate, thisagure
Coding, approach which is based on redundancyctsflie
high level energy efficient reliability than retsanission.
Limitations:

1. There is a performance lacking in Erasure Coding
when the packet loss condition increases.

2. Increase in hop number affects resistance
capability against packet loss.

3. Absence of specified method to avoid redundancy,
makes the Erasure Coding method to compromise
the energy efficiency factor of reliability.

Routing based on hybrid algorithm

Authors in [21], introduced a hybrid routing algbrm
which is applicable for real-time wireless sensetworks

to enhance network lifetime and to increase rdligbi
aspects. The performance of this algorithm is caetgpa
with the existing algorithm in (Razzaque et al.0@0under
the same network conditions. Results showed that th
proposed hybrid algorithm works well to improveiabllity
and proposes efficient method to enhance netwfatirtie.

Reliable erasure-coding based Data Transfer Scheme
Srouji et al. [3] proposed RDTS, an efficient rblliay
approach for hop-by-hop data transfer based onueras
coding approach. Most of the methods performeduesas
coding technique only at level of source and th& siodes,

in contrast RDTS performs erasure coding at eaphldwel

to attain reliability at hop-by-hop level. In theawto reduce
computational overhead which is imposed by addition
erasure coding, RDTS performs the partial coding
mechanism at each hop. At each intermediate nod&lpa
coding further reduces the need of complete erasading.
This ensures that enough data fragments are tréesgnaind
received to the next hop eliminating the process of
encoding, decoding and reconstructing the missing
fragments at every hop. Thus, there is a need #otigh
coding only if the complete fragments are missing the
received fragments are not sufficient. RDTS showteln
performance when compared with end-to-end erasure
coding and hop-by-hop erasure coding, in termsnefrgy
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utilization, communication overhead, traffic-balamg and
network lifetime.

Limitations:

1. No specific technique is followed for the actual
calculation for the number of fragments required ttoe
upcoming hop, rather it takes random values from a
predefined range of successful arrival probability.
Methodology to estimate these probabilities shobl
formulated dynamically.

Quality-based Event Reliability Protocol (QERP)

Hosung et al. [4] introduced Quality-based EveridRdity
Protocol (QERP), which in contrast to the existiugntity-
based event reliability protocols has an impact tha
quality of event-driven data reported to the siBi. using

the concept of Contribution Degree (CD) QERP as an
event-based reliability protocol shows better k@lity than
ESRT and MERT.Since there different environmental
conditions like differing distance of nodes fronetavents
there is a difference of sensor data in CD for even
detection. The data frames are assigned with a &Dey
where the nodes, located near to the event's tocatre
assigned with the high CD values and consideretbeto
critical data ranges. Similarly, the lower valueGDd show
the farther nodes within the event's region thato al
identified the event. The CD and Full Selection)(k&lds

are set in the frame header, where FS field is ugezh the
entire data packets within the event's region aedad by
the sink. The node nearest to the event is coreidas a
leader node, while the rest of the nodes in thets/eegion
transmit their data to the sink through the leadstes. The
sink compares the obtained reliability with theids event
reliability (DER) and may need the leader node dtect
and send the new data on the basis of the new RR&er
The data with higher CD values are reported onripyitoy
using CD-based buffer management and CD-based load
balancing methods. The simulation analysis shoat th
QERP performs better than ESRT and MERT in term of
energy consumption and reliability. The data flonQERP

is managed by the sink, however, the buffer managém
and load balancing methodology are done at the renai.
QERP forms the clusters by selecting the leaderesod
within the event's region and selects the leaddeweork as

a cluster head. QERP is an end-to-end event-based
reliability protocol, having its data flow mechamiss based

on the location of the event.

Limitations:

1. QERP considers that the quantity-based eveiatbikty
protocols are not applicable for the resource &ohit
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wireless sensor networks, as their objective isat¢hieve
reliability by increasing or decreasing the frequyenf data
transmitting rates.

2. Varying data reporting frequencies would someim
maximize the overall data rate more than the desiate,
which would complicate the network conditions

3. If the node distribution density is high neae tkvent's
location, then the process of selecting the leadde would
be longer, resulting more energy consumption.

4. At the end of transmission process, if the ieniof the
DER is required by the sink, using ACKs, this mayse
overhead.

5. There is no mechanism to detect packet loss adswl
there is no mechanism to find the location of tkiengé on
the basis of predefined CD values.

Table.1: Reliable Transport Protocol for WSNs

LOSS
PROTOCOLS TRAFFIC | RELIABILITY DETECTION LOSS RELIABILITY | COMMUNICATION
FLOW LEVEL AND RECOVERY MODEL MODE
NOTIFICATION
Event-to-Sink
Reliable Up Stream Event Implicit End-to-End Partial UniCast
Transport
(ESRT)
Retransmission
o reduerellncy Up Stream Event NACK End-to-End Partial UniCast
transmission
reliability
Routing based
on hybrid Up Stream Event IACK End-to-End Partial UniCast
algorithm
Reliable
erasure-coding
based Data Up Stream Event ACK/NACK Hop-by-Hog Partial UniCast
Transfer
Scheme
M. SUSTAINABILITY IN WSN With the concern of the problem about energetic

Research efforts in the field of communication imeless
sensor networks has led to the development of wario
energy aware routing protocols which aim at sehtgcthe
routes for transferring data from sensors to b&s#oas so
that network lifetime is enhanced . When sensoreaaate
battery-powered, network lifetime is a applicabletric for
building the design of optimal routing algorithnie. fact,
battery replacement is a critical problem for mostthe
areas for which WSNs are deployed, so that thdirtife
should be typically unlimited.

Maximum Energetically Sustainable Workload(MESW)
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sustainability , the authors[] discussed the maximu
energetically sustainable workload(MESW) as the amaj
function to be used to build the optimization ofting
algorithms for energy consuming wireless sensowois
EH-WSNs.In EH-WSNSs, if the average power spent by
each nodeto complete its task for a given worklisddwer
than the power it can consume from the environmibiet)

we saythat the workload is energetically sustamaBince
workload has impact on the nodes, data delipepyocols

for EH-WSNs must be aimed at generating workload as
energetically sustainable. Thus, instead of enimgnci
lifetime, the problem becomes maximizing the woaklo
under given environmental power constraints. We
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mentioned this problem as energetic sustainabilitythis
work we introduce a new technique for assessingthe
energetic sustainability of routing algorithms. Sgwe
explain the maximum  energetically sustainable
workload(MESW) for a given EH-WSN (Net) with a give
routingalgorithm  (rAlg) under given environmental
powerconstraints (Pmap), mentioned by
MESW(Net,rAlg,Pmap).Second, we define the optimum
MESW for a givensensor network with a given powepm
mentioned byMESWopt(Net,Pamp), as the good MESW
applied to the network, which is achieved by rogtin
algorithm: To study the energetic sustainability af
workload for a given routing algorithm we need tdld a
model for packet energy, that is the energy consuime
each node to process a packet, and the environhpenter
available at each node to sustain packet procesBicket
energy includes the energy required to producedceive)
the packet, to process it and to available it @ gblected
route. Production (or reception) and processingggnean

be considered as constant contributions, whilestrassion
energy required to the process is depends on #tandie
between the transmitter and the receiver. For mstathe
transmission power level of a node can be adjusieithe
lower level needed to give the required signaldis@ ratio

at the target receiver, selected within a giveninom
transmission range. The enhanced energeticallyisadie
workload(MESW) is a workload that can be
sustainedenergetically by each node involved inkgiac
processing androuting and that cannot be increastbdut
changingthe sustainability at some nodes. For
continuousmonitoring  applications, the MESW is
themaximum rate at which data packets can be saitby
sensors and transmitted to base stations. As siathd
introduction, to evaluate the optimality of a raogfi
algorithm we need to calculate both the MESW ofthe
routing algorithm under study, and the theoretigitoum
MESW, that is theMESW of the best routing algorithm
applicable to thenetwork.

Limitations:

1. Since the transmission energy is determined ftben
distance of the sensor nodes it is applicable fabita
nodes.

Maxflow Algorithm

It has been recently shown that power-constrainesNg/
can be mentioned as flow networks and that the
optimization of the energetic sustainability of twerkload
can be combined into an instance of maxflow [244eT
solution of the maxflow problem results non-detenistic

www.ijaers.com

routing tables that can be applied at the sensdesidn
order to attain the theoretical optimum energy. The
workload of a sensor network can be representethas
average number of packets routed from the senstgsim
the sink in a unit of time. Generally, a graph-tsal
algorithm can be implemented by a network of prilary
processing units having the similar topology of tiraph
under study. Each unit directly implements the lloca
operations of the corresponding node, while fumcialls
and returns are implemented as exchanging of messag
through the edges of the graph. A framework focualting

the MESW of an arbitrary WSN based on a modified
version of Ford Fulkerson’'s MaxFlow algorithm (FBm
now on) was recently introduced. As such, a diatatd
version of FF algorithm could be directly implemathton
the sensor network by achieving the computatiomal a
communication resources of the nodes.

Randomized Max-Flow (R-Mfr

This algorithm is one of the energetically susthlaa
routing algorithm for EH-WSN. Each edge is assignéth
Capacity which depends upon harvesting rate of the
transmitter and the packet energy. This routingritlgm is
based on offline routing table, stored in each ntiukt
represents the node links used for packet trangmisshe
probability to use the edge i in node n is propoi to the
maximum flow from that edge. For determining theleo
constrained max flow in each edge we have to use th
modified version of Ford-Fulkerson method

Randomized Minimum Path Recovery Time (R-MPRT)
This algorithm has two versions to find the maxflowe
mentioned the original one as R-MPRT-org and to the
modified algorithm as R-MPRT-mod. This algorithm is
really same as to the E-WME explained before with a
simpler cost function. Selecting a route at eacdends
based on sustainable energy information. The igddhe
similar to E-WME, selecting a shortest path with
considering the cost function. We can denote afoostion

to each edge.This cost function is inverse functbn R-
MF, so the probability to send a packet in the path
indirect proportional to the corresponding pathokexy
time. Because cost function is similar to the regguwime
here. As explained before recovery time is the tireeded

to gain energy required for packet transmissione Th
algorithm needs local knowledge about the network,
because for transmitting the packet to other natiskould
know about cost function of nodes and select mimmnone

for sending data. The responsibility of transmgtithe
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information of each node to the local neighbonsithin the
beacon transmission. This modified version performsh
better when it utilizes available energy of thensmitter
instead of using the harvesting rate.

Limitations:

1. However, FF is not the good choice to select the
maxflow, because it is generally sequential in reatu

2. This distributed implementation is not achieve
parallelism and it require a significant synchramian
overhead.

3. FF is not efficient algorithm to solve maxFloecause
its run-time execution would require more time aod
much energy for processing.

Push relabel algorithm

The major drawbacks mentioned in above algorithen ar
overcome by the Push-Relabel (PR) algorithm [2A&t t
achieves a fluid-flow analogy by building a modeir f
network edges as pipes and network nodes as juasctio
among them. Each junction has a height attribetiéecating

its virtual elevation is related to other nodesd aan
arbitrarily large reservoir, which can temporarily
accommodate excess flow. As its name suggests, the
algorithm makes use of two basic operatiposh
operation is applied when a node has excess flovtsin
reservoir and a non-saturated downhill edge (ae.gedge
with non-null residual capacity that leads to a éowode)

to push (part of) the excess flow across the etige.output

is a transfer of excess flow from a node to anotRelabel
operation is applied when a node has excess flovihere

is no available downhill edges to push it acrosse eight
of the overflowing node is set just above the lawafsits
neighbor nodes connected by a nonsaturated edigl In
preflow (actually saturating all outgoing edgestled main
source node) is generated by using subroutine in PR
algorithm and to set the height of all nodes t@xcépt the
source, whose height is set to the number of neded he
algorithm then processed by applying push and etlab
operations untii no more operations are allowedl Al
possible flow is pushed either to the sink or baxkhe
source eventually. The algorithm terminates whemaoaes
are left overflowing, except the sink and the seut the
end of the execution, the MaxFlow corresponds te th
excess flow found in the sink’s reservoir. PushRela
algorithm, runs directly on the sensor nodes, tcocutate
optimal routing tables. The distributed algorithmot only
gives the desired self-adapting property to thessen
network, but also achieves parallelism to reduce th
execution time significantly.
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Limitations:

1. Node constraints cannot be transformed in edge
constraints in case of edge-dependent transmissiergy;
2. Routing tables are not continuously adaptetieo t
environmental conditions;

3. MESW recomputation takes energy and time thaldco
be spent by the network to perform normal operatitimus
making it necessary to trade off routing optimatdy
recomputation frequency

V. OPTIMAL CLUSTERING IN WSN
Clusters create hierarchical WSNs which providdigieft
utilization of constrained resources of sensor sael thus
enhances network lifetime. A CH may be elected oy t
nodes in a cluster or predefined by the networkghes.
The members of the cluster may be fixed or vagiabhere
exists a large number of clustering algorithms hbeen
specifically designed for WSNs for improved scdigbi
and efficient transmission. In a hierarchical aetture,
nodes with high energy can be used to processemtithe
information while low energy nodes can be used to
performs the sensing operation .While these aralysply
a clear need for benchmarks for comparison among
clustering mechanism in WSNSs, this paper concesgrah
identifying the optimal clustering scheme. Togethéth
communication benchmarks, the optimal clusterindl wi
simplify comparison among varying algorithms and
protocols and even enable comparison at a very lieigtl,
e.g. number of clusters and cluster sizes.

Coverage-preserving clustering protocol (CPCP) [7]

To ensure balanced energy utilization among thetetu
head nodes throughout the network lifetime, many
clustering protocols conforms uniformly distributeldsters
with non-varying average cluster sizes. However,
maintaining the constant number of well distributbasters
over time is a real challenge in cluster-based @ens
networks. In coverage-based algorithms, the bextidates
for cluster head roles should be the redundantiyecm
nodes in densely populated areas with high resieatgy.
These CH nodes are able to support clusters widrge
number of members. While the excessive energyatitin

of the cluster head nodes makes these nodes draireuf
energy before the other nodes, their energy draiirsloould
not affect the overall network coverage since thesées
are present in densely populated areas. By thisoapp,
which considers only the full network coverage, Het of
cluster head nodes can be selected based on thiacioss

. However, cluster head selection based solelyngro&the

Page | 191



International Journal of Advanced Engineering Research and Science (IJAERS)

https://dx.doi.org/10.22161/ijaers/3.9

[Vol-3, Issue-9, Sept- 2016]
ISSN: 2349-6495(P) | 2456-1908(0)

proposed cost factors using existing clusteringatigms
will lead to an undesirable situation. The dengapulated
parts of the network will be highly concentratedhngluster
head nodes, while the scarcely covered areas willekt
without any cluster head nodes. In such a situatiois
likely that the high cost sensors from poorly cekeareas
will have to perform expensive data transmissiandistant
cluster head nodes, further reducing their lifetinmeorder
to avoid this condition, the authors of [7] propdsa
clustering method called coverage-preserving clingje
protocol (CPCP). CPCP scatters the presence oteclus
head nodes more uniformly throughout the network by
restricting the maximum cluster area. Thus, clsspeesent
in sparsely covered areas are formed as well astecku
present in densely covered areas, which avoidkititecost
nodes from having to perform costly packet transioiss
to distant cluster head nodes.

Limitations:

1. Energy aspects are not considered.

2.There is no balanced energy utilization throughtne
network because CH nodes in redundantly coveredsare
serve clusters with large number of nodes than Ghke
nodes in sparsely covered network areas.

HEED protocol [13]

Hybrid Energy-Efficient Distributed Clustering ofBED is

a multi-hop based clustering algorithm for wirelesnsor
networks, with an aim to facilitate an efficientistering by
proper selection of cluster-heads based on theardist
between nodes. The objectives of HEED are to Egeali
energy consumption to enhance network lifetime;
Minimize energy consumption during the cluster-head
selection phase; Minimize the control messagetmast of
the network. Cluster heads are determined basetivon
important factors: 1.The remaining energy of eaotlenis
considered to probabilistically choose the initgdt of
cluster heads. This factor is commonly used in mather
clustering schemes. 2. Intra-Cluster Communica@ost is
used by nodes to calculate the member of the cltesfein.
Limitations:

1. The algorithm does not consider about synchetiaa,
energy utilized during data transmission for nogessent
far away from the sink.

2. Prior knowledge of the entire network is normall
required to determine the intra cluster commuiooacost

3. Number of clusters and size of clusters are not
considered.
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An Energy Efficient Hierarchical Clustering Algoribm

[14]

Each sensor in the network becomes a cluster hebl (
with a predefined probabilityand advertises itsef a
cluster head to the sensors within its transmissange.
These cluster heads are termed as volunteer closaats.
This advertisement is broadcasted to all the sertbat are
no more thank hops away from the cluster head. Any
sensor in the network that receives such adverésésrand

is not itself a cluster head joins the cluster lué hearest
cluster head. Any sensor that is not a cluster feadalso
left remaining to join any cluster itself becomeglaster
head; These cluster heads termed as forced clostats.
As this possess a condition to forward the advarient to
limited k number ofhops, if a sensor does not receive a CH
advertisement within limited time durationit comfis that it

is not withink hops of any cluster head and it decides to
become a forced cluster head. Since all the semgtrin a
cluster are at most hops away from the cluster-head, the
probability of occurring forced cluster head isitiea. This
limit on the number of hops thus allows the clu$teads to
organize their transmissions. The energy consumeithe
network for the information gathered by the sensorgach
the processing center will depend on the factoesigfined
probability and limited number of hops. Thus then af
this work is to group the sensors into clustersetiuce this
energy consumption.

Limitations:

1. Since this is a distributed algorithm ,clock
synchronization among the sensors are not considere

2. The algorithm is applicable on a contention andr free
environment. The predefined computed probabilgiesnot
optimum for such environment.

3. Load is not balanced throughout the network.|l@tdted
near to sink consumes more energy than other CHs.

Centralized clustering algorithm [1]

Objective of this algorithm is to determine the ioptm
cluster size. As cluster size increases, the nurobéntra
cluster transmissions increases and also decredbiag
cluster size leads to the increased number oferlsisthich
has worse impact on the inter cluster transmissidhus,
there exists an optimal cluster size in such a taty the
intra and inter cluster transmissions are balanaguch in
turn reduces the total number of data transmisdignssing
hybrid CS method.The sensor field is partitioned ismall
grids. Cluster formation is based upon the edggtlenf a
grid, distribution density of the nodes and thengraission
range of the nodes. Any two adjacent nodes areirwith
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communication range. If two nodes are considerethimvi
the communication range of each other, then thdst knk
between the two nodes. The sink will divide the seen
nodes into clusters, choose a CH for each clusted
construct a backbone tree that connects all CHkdaink.
After computing the clustering, the sink can braedahe
clustering information to all sensor nodes andtstiata
collection subsequently. Centralized algorithm Ha®
steps: 1. Select optimum numbered CHs and divide th

sensor nodes into optimum number of clusters and 2.

Construct a data transmitting routing tree thatnemts all
CHs to the sink. This algorithm starts from aniatiset of
randomly selected CHs. For each cluster, choosavaCGH,
such that the sum of the distances from all sensales
present in this cluster to the new CH is minimizRépeat
the previous steps until CH with minimum distancef all
the nodes are selected . This is iterative algarit
Limitations:
As the centralized algorithm, the sink node has the
full knowledge of the network topology.

Since it is a iterative algorithm the number of
iterations are not able to predict.
Centralized algorithm is prone to crowded effect

1.

problem

An Energy Efficient Clustering Scheme(EECS)

EECS is a clustering algorithm in which cluster dea
candidates compete for the ability to promote tostdr
head for current round. This competition involves
candidates forwarding their residual energy to cslja
candidates. If a given node have enough resichexgg, it
plays the role of cluster head. Cluster formatiaries from
LEACH. EECS extends this algorithm by dynamically
varying the clusters size based on cluster distéirman the
base station [12]. The result is an algorithm twddresses
the problem that clusters that are far away from llase
station needs more energy for transmission thasettiat
are present closer. Ultimately, this enhances istgiloltion

of traffic load throughout the network, resulting better
resource usage and improved network lifetime. lergv
cluster there exists a single cluster head, rédehiay k
hops from all cluster members. In one round of data
transmitting each node sends exactly one packeitsto
cluster head and the cluster heads send exactlypacket

to all base stations.

Limitations:

1. The position of the cluster head inside thetelus not
considered.

2. Considered only residual energy as cluster Bebgtting
parameter.

Table.2: Comparison of Protocol Clustering Algorithm

Clustering | Convergence| Node Cluster Location | Energy | Failure | Balanced| Cluster
Approaches Time Mobility | Overlapping| Awarenesg Efficient | Recovery Clustering| Stability
Coverage-

preserving Fixed Not

clustering | Constant O(1)] Base No . No N/A Good High

. Required

protocol Station

(CPCP)

HEED . Not

Constant O(1)| Stationary No 0. Yes Yes Ok Moderate

protocol Required
An Energy

Efficient
Hierarchical Variable Possible No Required Yes Yeq Goofl Moddrate
Clustering

Algorithm
Centralized Fixed

clustering | Constant O(1)] Base No Required Yes Yes Ok Moderate
algorithm Station
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An Energy
Efficient Variable NG No
Clustering | O(k1+k2...+K)

Algorithm

Required

Yes N/A Ok N/A

Analysis of Optimal clustering

Optimal clustering is attained by k-hop clusteringthods.
Additionally, location-based algorithms also assure
optimal clustering since they are able to accomnmday
hop diameters. Their parameterization may not be
convenient, since the knowledge of network topologyst
be known a in advance to determine the optimaltetus
size.Cluster properties depends upon number ofteclus
Predictability, Intra-cluster and inter-cluster coomication
cost. Capabilities of cluster head are mobilitypsse node
types, role and responsibilities of CH. The clustgr
process comprises mechanism, aim of node grouping,
complexity of Cluster head selection algorithm. Man
algorithms are compared with respect to their nespent
of clustering during each round of transmissiomr fo
selecting the cluster heads, cluster formation irequafter
each rotation of cluster head role, distribution ahfster
heads all over the network, creation of energyamegd
clusters, parameters used for CH selection and sepects
that are considered to elevate the effect of etukead
selection methodology.

V. PREDICTABILITY IN WSN
Energy consumption is the main concern in designing
Wireless  Sensor  Network (WSN) applications.
Consequently, several methodologies have been ajmebl
for investigating the energy consumption of thisckiof
application. These approaches assist to predictVisN
lifetime, provide suggestions to application depels and
may maximize the energy consumed by the WSN
applications. To ensure predictability, it is matoag to
estimate the energy utilization at each round ofada
transmission. To predict whether all the nodes coreler
scheduling, energy limits are derived and test for
schedulability were conducted. For calculating gwper
consumption, energy utilization model should beealieped.
The following section describes Predictability dfetime.

Residual Energy Based Algorithm

Residue Energy Based algorithm (REB) [10] considers
remaining energy as well as connectivity qualitynofies.
REB is based upon hierarchical clustering method in
heterogeneous environment. In this model, netwaik $et
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a group of clusters, Gateway Node and Mobile noHash
cluster set has one Cluster Head (CH) and a seteofiber
nodes. Here cluster head and member Nodes are edtam
be of identical energy limit, but Gateway Node fshagh
energy level. Member nodes send data to its CHst&tu
Head transmits data to corresponding Mobile Agdime
implementation of REB algorithm is considered into
rounds. Main processing areas of each round arsteZlu
Head Selection, Cluster Formation, Data forwarding,
Placement of Mobile Agent and its Routing stratelyy.
REB, nodes that remains with maximum residual gnerg
and good connectivity quality is selected as Clubtead.
Connectivity quality is estimated by consideringe th
asymmetric factor. A node which has low asymmegator

is selected. Asymmetry is the difference in conivéygt
between the upward and the downward direction. To
calculate the asymmetric level, four bit estimatois
considered. It determines uplink quality and dowkli
quality based upon RNP and PRR values respectively.
Therefore nodes with highest residual energy aad klw
asymmetric link quality are selected as Clusterddea
Limitations:

1. Predictability aspects are well achieved whetbase is

no other information included to attain reliabilitgnd
sustainability.

2.There is no rotation of CH role.

Energy-aware routing

Shah et al. [18] proposed a routing strategy wiiepends
upon a set of sub-optimal paths opportunisticallgnhance
the lifetime of the network. These paths are setkttased
upon probability function, which depends on the rgpe
utilization of each route. Network survivability iee main
factor that the methodology is concerned with. This
approach confines that using the minimum energi pét
the time will drain the energy of nodes on thatteou
Instead, one of the multiple paths is considereth vei
certain probability so that the entire network tlifge
enhances. The protocol considers that each node is
addressable through a class-based addressing which
comprises the location and node types. There age tiain
phases in the protocol:

1.Setup phase: In this phase localized flooding takes place
to find the routes and design the routing tabldse Total
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energy cost is estimated in each node. Here, tleegen
factor used captures transmission and receivints @eng
with the residual energy of the nodes. Paths wéthvery
high cost are eliminated. The node selection isedon
according to adjacentness to the sink. The nodgrass
probability to each of its neighbors in routing rifarding)
table (FT) corresponding to the assigned paths thed
calculates the average transmission cost for negdfne
destination using the adjacent nodes in the foringrthble
using cost estimation method . This average tresson
cost is set in the cost field of the request amd/doded.
2.Data Communication Phase: Each node transmits the
packet by randomly selecting a node from its fodiray
table using the predicted probabilities.

3.Route maintenance phase: To maintain all the paths
active localized flooding is performed infrequently

PEGASIS & Hierarchical-PEGASIS

Power-Efficient GAthering in Sensor Information &yas
(PEGASIS) [19] is an extension of the LEACH protbco
Instead of organizing multiple clusters, PEGASISnfs
connected chains from sensor nodes so that each nod
transmits and receives from an adjacent node ahdoore
node is choose from that connected chain to transnthe
sink. Gathered data passes from node to node, ateta
aggregated and sent to the base station. The dehetain
formation is performed in a greedy way. Hierarchica
PEGASIS is an improvement to PEGASIS, whose ohjecti
is to reduce the delay incurred for packets during
transmission to the sink and introduces a solutiathe data
gathering problem by considering energy and delatrim

In such a way to decrease the delay in PEGASIS,
parallelized transmissions of data messages ardal=d.
This approach eliminate collisions and probabitifysignal
overlapping among the sensors.

Limitations:

1. PEGASIS imposes excessive delay for nodes tieat a
located distantly on the connected chain whictun teads

to bottleneck at the single leader.

2. Even though this approach avoid the clusteriveytoead
that exists in LEACH, they still need dynamic adinsnt in
topology since energy of sensors are not trackegryE
sensor needs to be aware of the status of its emtjaodes
so that it decides where to transmit that data.hSuc
adjustment of topology can introduce significaneiead
specifically for highly consumed networks.

Energy-aware routing for cluster-based sensor netk®
Younis et al. [20] have introduced a different thitgered
hierarchical routing algorithm. Sensors are orgeghimto

www.ijaers.com

clusters before network operations begin. The é&lyor
selects cluster heads which acts as a gatewaysarthdess
energy limited than sensors and assumed to be af¢ne
location of sensor nodes. Gateways tracks thesstdtéhe
sensors and sets up multi-hop routes for collectiatp
from sensors. The sensor nodes in a cluster can bay
one of four main states. They are only sensingy onl
relaying, both sensing-relaying and inactive stdiethe
only sensing state, the node monitors the enviromraed
generates data at a predefined time interval. & dhly
relaying state, the node does not performs senbimtarget
but its transmitting circuitry is turned on to relthe data
from other active nodes in the network. When a nisde
both relaying the data from other nodes and sentiieg
environmental changes, it is considered in the Betiising
and relaying state. Otherwise, the node is assumée in
inactive state and can turn off its sensing andstrassion
circuitry.

A cost function is determined between any two noddke
network in terms of performance metrics ,energy
consumption and delay optimization. Based upon ¢bit
function as the connectivity cost, a minimum-coathpis
determined between sensor nodes and the gateway. Th
gateway will continuously track the residual energy
available at every sensor which is in active siatelata
processing, sensing, and also in forwarding/retpyiata
packets. Rerouting is initiated by an applicatietated
event requiring different set of sensors to monitbe
environment or the draining of the battery of ativacnode.

Maximum lifetime energy routing

Chang et al. [23] presents a significant solutionthe
problem of routing in sensor networks which depemoisn

a network flow. The main aim of this approach is to
maximize the network lifetime by defining connedincost

as a function of node’s residual energy and thedeee
transmission energy using that link. Determiningffic
load distribution is a convenient solution to thmutng
problem in sensor networks and which depends upon
maximum lifetime energy routing. The solution toisth
problem maximizes the possible time the networklige.

In order to determine the best connectivity mefac the
mentioned maximization problem, two maximum renaini
energy path algorithms are presented and analfmt. of
the algorithms differ in their definition of conndty costs
and the inclusion of nodes’ residual energy. Inbted
depending only upos,,, the energy utilized when a packet
is forwarded over link a-b, the following link cestre used:
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Costy =~ _18 - and Cg,stebjﬂ which considers both .the shorFest path and thedqabi

aa a energy at each node into consideration, rather tigng
solely shortest path. A tunable weight is used asetic to
determine the combination of path length and reingin
energy in route finding. This can be easily adjdste
maximize the routing strategy with the particul@antnds
of a given network. Second, the routing strategyppses
the local BC to dynamically determine the energy
utilization of the neighboring nodes. Because oésth
approaches, even in the absence of global infoomatin
network topology and energy utilization, data paskean
be forwarded to the sensor nodes with highest wakid
energy, which provides a more balanced energyzatitn
in the network. Because of these two developmdiR-
LBC maximize network lifetime without imposing
additional transmission overhead or a longer aweath
length.

whereE,is the remaining energy at node a. The minimum
cost path obtained is the path whose remainingggnisr
maximum among all the paths. The algorithms ushesée
connectivity costs are compared to Minimum trantadit
energy (MTE) algorithm, which considers,as the
connectivity cost. The proposed maximum remaining
energy path methodology has better average lifetimae
MTE for both connectivity cost models. This is dioethe
accurate remaining energy metric that MTE uses. The
newly designed metrics are concentrated with ~adati
residual energy that reflect the predicted energy
consumption rate.

Energy-Aware Routing Using Local
BetweenessCentrality(EAR-LBC) [2]

EAR-LBC algorithm improves upon the existing metkod
in two ways concerned with the extension of network
lifetime. First, this strategy implements greedywarding,

Table.3: Predictability comparison

Approaches Convergence | Node Cluster Location Energy Failure | Balanced | Cluster
consider ed Time Mobility | Overlapping | Awareness | Efficient | Recovery | Clustering | Stability
Residual Energy
Based Constant o(1) Adaptive Yes Required Yes N/A Ok Matie
Algorithm
Energy-.aware Variable Yes Yes Required No Yes Ok High
routing
PEGASIS &
Hierarchical- Constant o(1 No Yes Required Yes No Ok High
PEGASIS
Energy-aware
clr l?:tz:%;;d Constant o(1 Yes Yes Reﬁzzre d No Yes Ok N/A
sensor networks
Maximum Not
lifetime energy Variable Possible| Yes . No Yes Ok Moderate
. Required
routing
Energy-Aware
Routing Using
L ocal Constant o(1 No Yes NOF Yes No Ok High
Betweeness Required
Centrality(EAR-
LBC)
VI. SCHEDULING TECHNIQUESIN WSN is used to save the energy of the network with VAN
This sensor nodes are work on the energy sourceattery maximize the lifetime of the network. In sleep sbhieng
which is need for its communication. Schedulinghtéeque most of the nodes are put into sleep mode to maxirtiie
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lifetime of the network. Sleep scheduling is masportant

to enhance network more efficient and flexible. Mai
objective of sleep scheduling algorithm is to erdeathe
network for long period of time. The different methis
used with the sleep scheduling like routing ane trased
algorithm which is really maximize the performarafethe
network. In the tree based network sink node il usith
other sensor node with sleep scheduling but thie sode
maintains the unlimited energy supply which is glsvén
active mode. In tree network sleep scheduling Iy apply
with the nodes other than sink. In this paper we study
the various types of sleep scheduling techniqlesdnergy
efficient scheduling, energy efficient TDMA sleep
scheduling, Balanced-energy sleep scheduling, btim
Sleep Scheduling, and Dynamic Sleep Scheduling and
methods used in it which work with the WSN for saythe
power of the sensor nodes and increase the lifetifrtae
network. Each method of sleep scheduling is used fo
enhancing the efficiency of the network and every
technique having some drawbacks while maximize the
lifetime of the network.

Balanced-energy Sleep Scheduling

The sleep scheduling technique has been used te sav
energy of battery powered sensors. Rotating actind
inactive sensor nodes in the cluster, some of thées
which provide redundant data, is one way that semsdes
can be intelligently managed to extend lifetime thé
network. Some researchers [22] even suggest putting
redundant sensor nodes into the network and altpwhie
extra sensors to sleep to prolong the lifetimehefrietwork.
This is possible by the low cost of individual serss When

a sensor nodes are put into the sleep state, pletehy shut
down itself, leaving only one extremely low powienér on

to wake up itself at a later time and power cagtdoth
computation and communication activities were cdesad

in the task allocation issues for wireless netwdrke
embedded systems with homogeneous elements. Intorde
enhance the lifetime of the network, the authoirs' is to
balance the energy dissipation of the elementsndugach
period of the application with respect to the renra
power of elements. We use a probabilistic method to
balance the power consumption of the sensor nodidle w
maintaining the balance the power consumption tHrge
fraction of the sensor nodes in a cluster, we n&ed
establish the sleeping probability of each sensoden
according to its distance from the cluster headweier,
unlike the DS method where the only criterion waselect
the sleeping probabilities to reduce overall power
consumption, the aim here is to ensure the avepager
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consumption of a large number of the nodes is Hmes
Assuming that the nodes start with at the samaalnit
energy, this will led into that these energy-batahoiodes
run out of energy at the same time, thereby enhgnci
network lifetime while maintaining adequate sensing
coverage. To attain this goal, we introduce andyaeahe
balanced energy Scheduling (BS) scheme. Redundant
sensor nodes and using the extra sensor nodesdp &
enhance the lifetime of the network. To balanceldae in
network which enhance the efficiency of the wirslesnsor
network.

Limitations:

1. While balancing load in the network which canpass
data to long distance because some route needsemeirgy
and some route needs less energy.

Optimal Sleep Scheduling

A wireless sensor network whose nodes sleep pecthgi
however, instead of evaluating the system with eemi
sleep control mechanism, we impose a cost struaoce
search for an optimal mechanism amongst a class of
mechanisms. In order to solve the problem in thighod,

we need to consider a simpler system than thosgingbe
previous studies. Thus, we consider only a singlessr
node and focus on the tradeoffs between power
consumption and packet delay. Such as, we do nuticer
other QOS measures such as connectivity or coveiidge
single node under consideration in our model hasofition

of changing its transmitter and receiver off foxefi
durations of time in order to save energy. Doing so
obviously results in additional packet delay. Wit to
identify the manner in which the optimal sleep sthe
varies along with the length of the sleep peribd, dtatistics

of packets arrival, and the charges assessed ¢kepedelay
and power consumption.[16] This technique is used t
reduce the communication delay. Optimal sleep sdivey
enhance the lifetime of the network.

Limitations:

1.In this technique do not maintain the qualitysefrvice
such as connectivity or coverage.

Dynamic Sleep Scheduling

The dynamic sleep Energy conservation[17] is gdlyera
required while during periods with no activity and
occurrence of events. Crucial issue is to reduedfidr
overhearing since the transceiver consumes sanmg)eios
inactive listening as transmission. The overheadag be
reduced if nodes can find out when they are estich&b
send and receive packets. To help energy savingagdu
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event occurrence, smart sleeping schedule can peoués

to sleep for short interval when a node is neither
transmitting nor receiving. Even though sleep-sdliag in
sensor networks is an active area of researchdatihg to
preserve energy for nodes shipping traffic hasractived
much consideration. MAC layer protocols that sedesto
low duty-cycle typically lead to minimum throughpand
elevated event reporting latency. Some applicatilikes
event tracking, throughput and latency are alsaifsognt
metrics in addition to energy saving. To presenvergy on
nodes carrying traffic, TDMA based link schedulitg
broadly studied to place nodes to idle while they aot
transmitting and receiving packets. The per-packet
scheduling is based on information gathered frontireds.
For the global synchronization excessive messaging
required which cause some delays in link scheduling
Diminishing the limitation of centralized schedgin
TRAMA suggested distributed scheduling at every enod
based on information gathered within a fixed raafjbops.
Though TRAMA can preserve energy, the conservative
local coordination results in latencies that godmely 100
times the latency of CSMA based approach. Thus TRAM
is helpful only in scenarios where latency and tigtgput
are not the crucial metrics of performance, whichdarcely
the case in most sensor networks. The part ofpthpser is

an energy efficient MAC layer sleep scheduling pcot for
sensor networks that sustain high through put disasdow
latency.Avoiding packet loss while communicationtie
wireless sensor network. With dynamic sleep schegul
used with the MAC layer which enhance the high
throughput.

Limitations:

1. Traffic controlling is very difficult.

2. Large network may cause data loss.

Delay Efficient Sleep Scheduling

Wireless sensor networks (WSN) are estimated [9] to
operate for months on small inexpensive batteriéth w
average lifespan. Ultimate goal of these netwasksnergy
efficiency. Existing works have identified idle tising of
the radio which preserves more energy. Measurenmants
existing sensor device radios confirm that idleelséng
consumes merely the same power as receiving. lsosen
network applications the traffic load is very liglr most

of the time, it is therefore enviable to turn offfet radio
when a node does not take part in any data delividry S-
MAC medium access protocol introduced synchronized
periodic duty cycling of sensor nodes as a metbagduce
the idle listening energy cost. In S-MAC every ndoléows
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a periodic active/sleep schedule, coordinated witth
neighboring nodes. During sleep periods, the radims
totally turned off, and while active periods, thexe turned
on to transmitting and receiving messages.

Even though the synchronized low duty cycle operatif a
sensor network is energy efficient, it has one majo
drawback it maximizes the packet delivery latenay.a
point of source node, a sampling reading mighteadisring
the sleep period and has to be lined up until tbtivex
period. An intermediate node may have to wait tie
receiver wakes up before it can forward a packetived.
This approach offers some reduction in sleep Iateidhe
expense of greater energy expense due to extensive
activation and overhearing, but is not satisfactmrylong
paths. In a recent work, we look into an alterregiproach
to delay-efficient sleep scheduling, consideredciigally
for wireless sensor networks where the communicatio
pattern is constrained to an established unidoaati data
gathering tree. In this case, we illustrate tha Hieep
latency can be essentially eradicated by havingriogic
receive-transmit-sleep cycle with level-by-level fset
schedules, in which data flow in step by step frtme
leaves of the tree to the sink, with nodes goingdte as
soon as they transmit their packets to the nextlJeand
waking up in a minute to receive the next packelsl&V
broadcasting in WSN, collision will not occur. Eger
Consumption and delay in communication is reduced.
Limitations:

1. It is very complicated to minimize the Delay in
communication while broadcasting the message.

2. Hard to retain latency parameter.

Wakeup on-demand (out-of-band wakeup)

The nodes can be signaled and awakened at anyatiche
then a message is sent to the node. This is can be
implemented by applying two wireless interfacese Tinst
radio is used for communication and by the secdid-u
low power radio which is used for only paging and
signaling. Stem and its variation, and passive oadi
triggered solutions are some examples of this clafss
wakeup techniques [6]. Although these methods can b
optimal in terms of both delay and power, they raoé yet

to be practical. The cost problems, currently ledit
available hardware options which results in limiteshge
and poor reliability, and stringent system requieats
establish the wide use and design of wakeup teoksiq
Consequently, there is a need for efficient schestlul
wakeup methods which are reliable and cost-effectind
can also guarantee the delay and lifetime condititvee are
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defining on the synchronous scheduled wakeup tgceni
which provides bidirectional delay guarantees. \Walyses
the methods and introduce new efficient wakeup push
that perform well over the existing ones. We présemovel
class of wakeup techniques called multi-parent mese
which assign multiple parents (forward nodes) with
different wakeup schedules to each node presernhen
network. This technique takes a cross- layer agpread it
exploits the existence of multiple paths between ribdes

in the network to significantly enhance the energy
efficiency of wakeup process and therefore maxintim
network lifetime while meeting the message delay
constraints. We derive the best-case, worst-cas®, the
distribution of delay for many existing and our nexakeup
schemes process, and also characterize the trégle-of
between energy consumption and it guaranteed fag te
different wakeup mechanisms [5].

Table.4: Comparison of scheduling algorithms

Scheduling Time Co-Channé Tlmg . Communication Adaptively to
Synchronization
Scheme Latency | Interference Pattern Support Change
needed
Balanced-energy
. L Y Y All Good
Sleep Scheduling ow es es 00
Optimal Sleep
Scheduling Low Yes Yes All Good
Dynamic Sleep .
Scheduling High Yes Yes All Good
Delay Efficient
. L Y Y All Good
Sleep Scheduling ow es es 00
Wakeup on-
demand (out-of- .
band wakeup) High Yes Yes All Good
VII. CONCLUSION [2] Xiao hui Li,Zing Houng Guan”Energy-Aware Routing

WSNs emerges with many specific requirements fonyna
new applications in the field of monitoring and toh
systems. With the advantage of cheap and compasbre
monitoring systems can make use of them to monitor
numerous environmental characteristics. All these
applications are designed for specific purposesgd an
required to satisfy certain Qos parameterswheréewgiciy

all these factors discussed in this paper is onth®fmost
important challenges until now.
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