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ABSTRAK 

Untuk memprediksi seberapa besar kebutuhan energi listrik Sulawesi Utara 

untuk satu tahun ke depan diperlukan metode yang benar. Metode terpercaya yang 

digunakan untuk tugas prediksi dalam penelitian ini adalah Artificial Neural 

Network dan Metode Exponential Smoothing. 
Hasil prediksi menggunakan Artificial Neural Network adalah 110.38, 

112.62, 111.56, 108.05, 107.95, 110.32, 109.90, 110.58, 113.26, 107.11, 115.60, 

105.40 GWh. Hasil prediksi menggunakan Exponential Smoothing adalah 112.32, 

112.70, 113.07, 113.45, 113.82, 114.19, 114.57,  114.94, 115.32, 115.69, 116.07, 

116.44 GWh. 
 

Kata Kunci : Artificial Neural Network, Exponential Smoothing, Prediksi, 

Kebutuhan Energi Listrik. 

 

ABSTRACT 

To predict the electrical energy need of North Sulawesi for one year ahead 

requires correct methods. The reliable methods used for the prediction task in this 

research are Artificial Neural Network and Exponential Smoothing. 

The prediction results using Artificial Neural Network are 110.38, 112.62, 

111.56, 108.05, 107.95, 110.32, 109.90, 110.58, 113.26, 107.11, 115.60, 105.40 

GWh. The prediction results using Exponential Smoothing are 112.32, 112.70, 

113.07, 113.45, 113.82, 114.19, 114.57, 114.94, 115.32, 115.69, 116.07, 116.44 

GWh. 

 

Key words: Artificial Neural Network, Exponential Smoothing, 

Prediction, Electrical Energy Need. 
 

I. Pendahuluan 

1.1 Latar Belakang 

PT. PLN (Persero) Wilayah 

Suluttenggo sebagai perusahaan penyedia 

energi listrik untuk Sulawesi Utara harus 

tahu kebutuhan energi listrik yang harus 

disiapkan pada periode waktu tertentu. 

Penyediaan energi listrik yang sesuai 

dengan kebutuhan energi yang digunakan 

menjadi masalah yang cukup serius. Oleh 

karena itu prediksi kebutuhan energi listrik 

dalam jangka waktu tertentu perlu 
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dilakukan, sehingga kebutuhan energi 

listrik bisa terpenuhi secara tepat. 

Artificial neural network (jaringan 

syaraf tiruan) digunakan dalam penelitian 

ini untuk memprediksi kebutuhan energi 

listrik. Keunggulan artificial neural 

network adalah dapat mengolah data yang 

tidak memiliki hubungan linear. Selain itu 

tingkat keakuratan artificial neural network 

juga sangat tinggi, dengan syarat data yang 

dimasukkan memenuhi syarat jumlah dan 

validitasnya tinggi dan juga digunakan 

metode Exponential Smoothing untuk 

melihat hasil mana yang terbaik jika 

dibandingkan dengan Artificial Neural 

Network. 

Skripsi ini dilatarbelakangi oleh 

adanya keinginan untuk mengetahui 

seberapa besarkah energi listrik yang 

diperlukan Sulawesi Utara selama satu 

tahun kedepan. 

1.2 Rumusan Masalah 

Rumusan masalah penelitian adalah: 

1. Bagaimana memprediksi kebutuhan 

energi listrik untuk Sulawesi Utara. 

2. Bagaimana mengembangkan model 

artificial neural network metode 

backpropagation untuk memprediksi 

kebutuhan listrik Sulawesi Utara. 

3. Bagaimana membandingkan hasil 

simulasi artificial neural network dan 

hasil perhitungan menggunakan 

metode exponential smoothing. 

1.3 Batasan Penelitian 

Dalam penelitian ini, penulis 

memberikan batasan pada penelitian 

sebagai berikut : 

1. Prediksi menggunakan artificial 

neural network, metode 

backpropagation. 

2. Sebagai pembanding digunakan 

metode exponential smoothing. 

3. Data yang digunakan adalah data 

energi terjual (MWh). 

1.4 Tujuan Penelitian 

Tujuan dari penelitian ini adalah 

memprediksi kebutuhan listrik Sulawesi 

Utara dengan menerapkan penggunaan 

artificial neural network dan metode 

exponential smoothing. 

1.5 Manfaat Penelitian 

1. Penelitian ini dilakukan untuk 

menerapkan ilmu yang dipelajari 

selama menempuh perkuliahan. 

2. Berguna dalam memenuhi syarat 

untuk mendapat gelar Sarjana 

Teknik. 

3. Memberi manfaat bagi PT. PLN 

(Persero) Wilayah Suluttenggo untuk 

menggunakan hasil penelitian ini 

sebagai tolok ukur dalam 

mempersiapkan kapasitas energi 

listrik untuk Sulawesi Utara. 
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II. Landasan Teori 

2.1. Energi Terjual 

Energi listrik yang terjual kepada 

pelanggan, adalah energi (kWh) yang 

terjual kepada pelanggan-pelanggan TT 

(tegangan tinggi), TM (tegangan 

menengah) dan TR (tegangan rendah) 

sesuai dengan jumlah kWh yang dibuat 

rekening. (Data Statistik PLN, 2015) 

2.2. Metode Pemulusan Eksponensial 

Ganda (Double Exponential 

Smoothing): Linear Satu-

Parameter Dari Brown 

Persamaan yang dipakai dalam 

penggunaan Metode Pemulusan 

Eksponensial Ganda Linear Satu Parameter 

dari Brown adalah sebagai berikut: 𝑆′𝑡 = 𝛼𝑝𝑋𝑡 + (1 − 𝛼𝑝)𝑆′𝑡−1  (2.1) 𝑆′′𝑡 = 𝛼𝑝𝑋𝑡 + (1 − 𝛼𝑝)𝑆′′𝑡−1  (2.2) 𝑎𝑡 = 𝑆′𝑡 + (𝑆′𝑡 − 𝑆′′𝑡) = 2𝑆′𝑡 − 𝑆′′𝑡  (2.3) 𝑏𝑡 = 𝛼𝑝1−𝛼𝑝 (𝑆′𝑡 − 𝑆′′𝑡)  (2.4) 𝐹𝑡+𝑚 = 𝑎𝑡 + 𝑏𝑡𝑚  (2.5) 

2.3. Artificial Neural Network 

(Jaringan Syaraf Tiruan) 

2.3.1 Pemrograman Backpropagation 

Dengan Matlab 

 Matriks adalah elemen dasar pada 

Matlab yang digunakan untuk memasukan 

elemen-elemen matriks di antara dua 

kurung siku. Sebagai pembatas elemen-

elemen matriks dalam satu baris digunakan 

spasi dan pembatas matrik digunakan 

semicolon (;). 

Dalam incremental, bobot diubah 

setiap kali masukan diberikan ke jaringan. 

Sebaliknya dalam metode kelompok bobot 

diubah setelah semua pola masukan 

diberikan ke jaringan, error (dan suku 

perubahan bobot) yang terjadi dalam setiap 

pola masukan dijumlahkan untuk 

menghasilkan bobot baru. Matlab 

menggunakan metode pelatihan kelompok 

dalam iterasinya, perubahan bobot 

dilakukan per epoch. 

1. Membentuk Jaringan 

- Inisialisasi Jaringan 

Perintah yang dipakai untuk 

membentuk jaringan adalah newff yang 

formatnya adalah sebagai berikut: 

net = newff (PR, [S1, S2,..,SN], 

{TF1, TF2,…,TFN}, BTF, BLF, PF) 

- Inisialisasi Bobot 

Setiap kali membentuk jaringan 

backpropagation, matlab akan memberi 

nilai bobot dan bias awal dengan bilangan 

agak kecil. Bobot dan bias ini akan berubah 

setiap kali jaringan dibentuk. Akan tetapi 

juka diinginkan memberi bobot tertentu, 

bisa dilakukan dengan memberi nilai pada 

net.IW, net.LW dan net.b. 

2) Pelatihan Backpropagation 

Untuk melatih jaringan digunakan 

perintah train. Pelatihan dilakukan untuk 

meminimumkan kuadrat kesalahan rata-

rata (mse = mean square error). Pencarian 
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titik minimum dengan metode gradient 

dilakukan dengan memberikan parameter 

“trainlm” setelah fungsi aktivasi pada 

perintah “newff”. 

Agar lebih efisien, untuk nilai vektor 

masukan cukup dengan menggunakan 

perintah minmax (p). 

Perhatikan besarnya penurunan error 

sebelum dan sesudah pelatihan. Tentu saja 

kita tidak harus mencari bobot awal 

maupun error. Setelah jaringan terbentuk 

melalui perintah newff, kita bisa langsung 

menggunakan perintah train untuk melatih 

dan melihat bobot akhirnya. Dengan 

memberi nilai yang diinginkan pada 

parameter-parameter tersebut dapat 

diperoleh hasil yang lebih optimal. 

 net.trainParam.show 

 net.trainParam.epoch 

 net.trainParam.goal 

Untuk mengetahui hasil keluaran, 

dibutuhkan pola masukan dan target. Untuk 

mengetahui besarnya error parameter 

masukan haru ditambah dengan variable 

untuk menyimpan error (e). Perintah yang 

digunakan adalah 

[y] = sim(net,p) 

[e] = t –y 

 Dengan parameter masukan 

net : nama jaringan dalam perintah 

newff 

p : vektor masukan jaringan 

t : vektor target jaringan. 

 Dan parameter hasil 

y : keluaran jaringan 

e : error jaringan = t – y 

3) Simulasi Jaringan 

Proses simulasi dalam 

Backpropagation adalah untuk mengetahui 

hasil keluaran jaringan berdasarkan 

arsitektur jaringan, pola masukan dan 

fungsi aktivasi yang dipakai. Sebelum 

menghitung keluaran jaringan, tentukan 

pola masukan. Pada proses simulasi tidak 

menggunakan data target, untuk 

mengetahui hasil keluaran jaringan hanya 

dibutuhkan pola masukan. Semua pola data 𝑥′ digunakan sebagai pola masukan dengan 

menggunakan nilai bobot dan bias awal, 

untuk memprediksi kebutuhan energi listrik 

berdasarkan hasil simulasi jaringan. Untuk 

mengetahui hasil keluaran pada simulasi 

jaringan, digunakan perintah [y] = 

sim(net,p). 

 

III. Metodologi Penelitian 

3.1 Tempat dan Waktu Penelitian 

3.1.1 Waktu : 

 Penelitian ini dilakukan terhitung 

tanggal 4 mei 2016 sampai 30 Juli 2016. 

3.1.2 Tempat : 

 Data diambil dari Bidang Niaga 

Kantor Induk PT. PLN (Persero) Wilayah 

Suluttenggo. 
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3.2 Bahan dan Peralatan 

Bahan yang digunakan dalam 

penelitian ini adalah data energi terjual 

(MWh) di Sulawesi Utara. Peralatan yang 

digunakan adalah laptop, software 

MATLAB 2014a dan software Microsoft 

Excel 2013. 

3.3 Prosedur Penelitian 

Metode yang digunakan dalam 

penelitian ini adalah artificial neural 

network dan exponential smoothing. 

Prosedur penelitian seperti diperlihatkan 

pada Gambar 3.1.  

 

Gambar 3.1 Diagram Alir Penelitian 

 

IV.  HASIL DAN PEMBAHASAN 

4.1. Artificial Neural Network 

(Jaringan Syaraf Tiruan) 

4.1.1. Pengolahan Data 

Tabel 4.1. Data Energi Terjual Sulawesi Utara 

Periode Juli 2013 – Juni 2016 

 

Sumber: PT. PLN (Persero) Wilayah Suluttenggo – 

Bidang Niaga 

- Grafik (𝑥′) Energi Terjual Sulawesi 

Utara  

Pembuatan grafik (𝑥′) dilakukan 

dengan memplot kembali volume ekspor 

perikanan ke dalam bentuk grafik. Pada 

grafik dapat dilihat hasil pengamatan 

selama 24 bulan. 

 

Gambar 4.1. Grafik (𝑥′) Energi Terjual 

- Pengelompokan Data Masukan dan 

Target 

Data yang digunakan merupakan data 

selama 24 bulan dari nilai 𝑥′ selanjutnya 

data dikelompokkan menjadi 12 bulan dan 
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target adalah data pada bulan ke-13. Seperti 

terlihat pada tabel di bawah ini. 

Tabel 4.2. Pengelompokan Pola Masukan dan 

Target 

 

- Arsitektur Jaringan 12-8-4-1 

Gambar di bawah ini menunjukan 

arsitektur jaringan yang terdiri dari 12 unit 

masukan (ditambah sebuah bias), 2 buah 

layar tersembunyi dan 1 unit keluaran (y). 

Pada layar tersembunyi-1 terdiri dari 8 unit 

(ditambah sebuah bias) dan pada layar 

tersembunyi-2 terdiri dari 4 unit (ditambah 

sebuah bias). 

 

Keterangan:  

 x1 – x12 = Pola masukan 

 z1 – z8 = Layar tersembunyi 1 

 v1 – v4 = Layar tersembunyi 2 

 1 = Bias 

 y   = Keluaran 

4.1.2. Hasil Pengolahan Data 

- Proses Pelatihan 

Untuk proses pelatihan, data yang 

digunakan untuk masukan dan target adalah 

data pola 1 sampai pola 6, seperti pada tabel 

4.3. 

Tabel 4.3. Data Pelatihan Kebutuhan Energi Listrik 

 

Berikut adalah algoritma 

pemrograman untuk proses pelatihan pada 

menu command window Matlab: 

p=[];%input 

t=[];%target 

%%%%pembentukan jaringan 12-8-4-1 

Kebutuhan Energi  

net = newff(minmax(p), [8,4,1], 

{'logsig','logsig','logsig'}, 'trainlm'); 

net.trainParam.epochs = 1000; %jumlah 

epoch max pelatihan 

net.trainParam.show = 50; %frekuensi 

perubahan mse 

net.trainParam.goal = 1e-5; %batas nilai 

mse_penghentian iterasi 

net = train(net,p,t); %training jaringan 

 

%%%% Nilai Bobot dan Bias 

net.IW {1,1} 

net.b {1} 

net.LW {2,1} 

net.b {2} 
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net.LW {3,2} 

net.b {3} 

[y] = sim(net,p) 

[e] = t – y 

Hasil training menunjukan bahwa iterasi 

diselesaikan dalam 9 epoch. Pada epoch ke 

9 iterasi sudah dihentikan karena mse sudah 

lebih kecil dari batas toleransi yang di 

tetapkan 10-5. 

Tabel 4.4. Hasil Pelatihan Kebutuhan Energi 

Listrik 

 

Tabel di atas menunjukkan hasil pelatihan 

dan nilai error. Berdasarkan hasil 

pelatihan, dapat dilihat bahwa jaringan 

mampu mengenali semua data dari 12 data 

yang dilatihkan. Ini ditunjukkan oleh hasil 

keluaran yang ditampilkan dan nilai error 

yang dicapai. 

Nilai bobot dan bias dari unit masukan dan 

layar tersembunyi dapat dilihat pada tabel 

berikut: 

Tabel 4.5. Bobot Dan Bias Unit Masukan 

 

Tabel 4.6. Bobot Dan Bias Layar 

Tersembunyi-1 

 

Tabel 4.7. Bobot Dan Bias Layar 

Tersembunyi-2 

 

Keterangan: 

Tabel 4.7 adalah nilai bobot dari layar 

tersembunyi-2 (v) menuju keluaran (y). 

- Proses Pengujian 

Ini adalah proses untuk menguji 

seberapa besar pola atau data yang dikenali 

jaringan. Pengujian dilakukan secara 

bertahap yaitu dengan melakukan 

pengujian terhadap data yang dilatihkan 

dan pengujian data baru. Untuk data 

pengujian dapat dilihat pada tabel berikut. 

Tabel 4.8. Data Pengujian Kebutuhan Energi 

Listrik 

 

Selanjutnya dalam proses 

pengujian, bobot yang diperoleh dari hasil 

pelatihan dimasukan dalam pengujian 

kemudian diuji dengan data baru untuk 

menentukan seberapa besar jaringan 

mengenali pola. 

Berikut adalah algoritma 

pemrograman untuk proses pengujian pada 

menu command window Matlab: 

p=[];%input 
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t=[ ];%target 

%%%%pembentukan jaringan 12-8-4-1 

Kebutuhan Energi 

net = newff(minmax(p), [8,4,1], 

{'logsig','logsig','logsig'}, 'trainlm'); 

%%%% Nilai Bobot dan Bias 

net.IW {1,1}=[]; 

net.b {1}=[]; 

net.LW {2,1}=[]; 

net.b {2}=[]; 

net.LW {3,2}=[]; 

net.b {3}=[]; 

[y] = sim(net,p) 

[e] = t -y 

net.trainParam.epochs = 1000; %jumlah 

epoch max pelatihan 

net.trainParam.show = 50; %frekuensi 

perubahan mse 

net.trainParam.goal = 1e-5; %batas nilai 

mse_penghentian iterasi 

net = train(net,p,t); %training jaringan 

net.IW {1,1} 

net.b {1} 

net.LW {2,1} 

net.b {2} 

net.LW {3,2} 

net.b {3} 

[y] = sim(net,p) 

[e] = t – y 

Pada pengujian menunjukan bahwa 

iterasi diselesaikan dalam 5 epoch. Pada 

epoch ke 5 iterasi sudah dihentikan karena 

mse sudah lebih kecil dari batas toleransi 

yang ditetapkan 10-5. 

Untuk hasil keluaran jaringan dari 

pengujian dapat dilihat pada tabel berikut: 

Tabel 4.9. Hasil Keluaran Pengujian 

Kebutuhan Energi Listrik 

 

Dari 6 data baru yang telah diujikan, 

tampak bahwa 6 data dikenali jaringan. 

- Simulasi Jaringan  

Berikut adalah algoritma 

pemrograman untuk simulasi jaringan pada 

menu command window Matlab: 

p=[]; 

%%%%pembentukan jaringan 12-8-4-1 

Kebutuhan Energi 

net = newff(minmax(p), [8,4,1], 

{'logsig','logsig','logsig'}, 'trainlm'); 

%%%% Nilai Bobot dan Bias 

net.IW {1,1}=[]; 

net.b {1}=[]; 

net.LW {2,1}=[]; 

net.b {2}=[]; 

net.LW {3,2}=[]; 

net.b {3}=[]; 

[y] = sim(net,p) 

 

Tabel 4.10. Pola Masukan Dan Hasil Simulasi 
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Dari hasil simulasi yang dilakukan, 

dapat dilihat bahwa jaringan mengenali 

semua data yang disimulasikan. 

Berdasarkan hasil simulasi inilah yang akan 

digunakan untuk memprediksi kebutuhan 

energi listrik pada bulan Juli 2016. 

Demikian juga untuk mencari hasil untuk 

bulan selanjutnya, digunakan cara yang 

sama sampai mendapat hasil untuk 12 bulan 

berikutnya. 

Berikut adalah hasil simulasi 

untuk 12 bulan selanjutnya, yaitu bulan Juli 

2016 sampai bulan Juni 2017. 

Tabel 4.11. Hasil Simulasi Bulan Juli 2016 – 

Juli 2017 

 

4.1.3. Pembahasan 

- Analisa Hasil Pelatihan Kebutuhan 

Energi Listrik Dengan Artificial 

Neural Network pada Tool Box 

Matlab 

Hasil keluaran dari pelatihan menunjukan 

bahwa jaringan dapat mengenali pola yaitu 

pada: 

a. Pola ke-1 hasil keluaran 0,7998 nilai 

error 0.0002 artinya pola dikenali  

b. Pola ke-2 hasil keluaran 0,5779 nilai 

error -0.0005 artinya pola dikenali 

c. Pola ke-3 hasil keluaran 0,6024 nilai 

error -0.0003 artinya pola dikenali 

d. Pola ke-4 hasil keluaran 0,3601 nilai 

error 0.0002 artinya pola dikenali 

e. Pola ke-5 hasil keluaran 0,4227 nilai 

error 0.0004 artinya pola dikenali 

f. Pola ke-6 hasil keluaran 0,8978 nilai 

error 0.0006 artinya pola dikenali 

Semua pola yang dilatihkan dapat 

dikenali oleh jaringan hal ini berdasarkan 

nilai error yang dicapai. Dalam artificial 

neural network metode backpropagation, 

jaringan dikatakan terlatih atau dikenali 

jika nilai mse = 0 atau nilainya mendekati 

0. Hal ini juga dapat dilihat pada grafik 

penurunan mse. 

- Analisa Hasil Pengujian Kebutuhan 

Energi Listrik dengan Artificial 

Neural Network pada Tool Box 

Matlab 

Dari hasil pengujian menunjukan bahwa: 

a. Pola 1 hasil keluaran 0,4834 nilai error 

= 0.0006 (baik) 
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b. Pola 2 hasil keluaran 0,4906 nilai error 

= 0.0004 (baik) 

c. Pola 3 hasil keluaran 0,7160 nilai error 

= 0.0002 (baik) 

d. Pola 4 hasil keluaran 0,6964 nilai error 

= -0.001 (baik) 

e. Pola 5 hasil keluaran 0,8983 nilai error 

= 0.0017 (baik) 

f. Pola 6 hasil keluaran 0.8852 nilai error 

= 0.0017 (baik) 

Dari hasil pengujian menunjukan bahwa 

jaringan mengenali semua pola yang di uji. 

 Kriteria penilaian 

Jika nilai error ≥ 0, maka bernilai buruk 

Jika nilai error ≈ 0, maka bernilai baik 

- Analisa Hasil Simulasi Kebutuhan 

Energi Listrik dengan Artificial 

Neural Network pada Tool Box 

Matlab 

Dalam simulasi adalah untuk 

mengetahui hasil keluaran jaringan dengan 

memasukan semua pola data, pada simulasi 

tidak menggunakan data target hanya pola 

masukan dan nilai bobot awal.  

a. No 1 menunjukan hasil keluaran pada 

bulan ke-13 

b. No 2 menunjukan hasil keluaran pada 

bulan ke-14 

c. No 3 menunjukan hasil keluaran pada 

bulan ke-15 

d. No 4 menunjukan hasil keluaran pada 

bulan ke-16 

e. No 5 menunjukan hasil keluaran pada 

bulan ke-17 

f. No 6 menunjukan hasil keluaran pada 

bulan ke-18 

g. No 7 menunjukan hasil keluaran pada 

bulan ke-19 

h. No 8 menunjukan hasil keluaran pada 

bulan ke-20 

i. No 9 menunjukan hasil keluaran pada 

bulan ke-21 

j. No 10 menunjukan hasil keluaran pada 

bulan ke-22 

k. No 11 menunjukan hasil keluaran pada 

bulan ke-23 

l. No 12 menunjukan hasil keluaran pada 

bulan ke-24 

m. No 13 menunjukan hasil keluaran pada 

bulan ke-25 

4.2. Pemulusan Eksponensial Ganda 

(Double Exponential Smoothing): 

Metode Linear Satu-Parameter Dari 

Brown 

4.2.1. Hasil Pengolahan Data 

Berikut ini akan dilakukan 

peramalan dengan nilai 𝛼=0,2 , dimana 

nilai parameter 𝛼 besarnya antara 0 < 𝛼 <1, sesuai dengan langkah dalam pemecahan 

Metode Linear Satu Parameter dari Brown. 

Bulan ke-2 (Agustus 2014), X2 = 

108,632.58 

a. Perhitungan Eksponensial 

Tunggal 𝑆′𝑡  = 𝛼𝑋𝑡 + (1 − 𝛼)𝑆′𝑡−1 
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𝑆′2  = 0.2 (108.632,58) + 0.8 

(107.501,36) 

 = 107.727,36 

b. Perhtiungan Eksponensial Ganda 𝑆′′𝑡 = 𝛼 𝑆′𝑡 + (1 − 𝛼)𝑆′′𝑡−1 𝑆′′𝑡 = 0.2 ( 107.727,36) + 0.8 

(107.501,36) 

  = 107.908,40 

c. Perhitungan nilai 𝑎  𝑎𝑡 = 2𝑆′𝑡 − 𝑆′′𝑡 𝑎2  = 2 (107.727,36) – 107.546,31 

 = 107.908,40 

d. Perhitungan nilai 𝑏  𝑏𝑡  = 𝛼1 − 𝛼 (𝑆′𝑡 − 𝑆′′𝑡) 𝑏𝑡  = 0.20.8 (107.727,36 – 107.546,31) 

 = 45,26 

e. Peramalan untuk bulan ke-3 

(September 2014), m=1 𝐹𝑡+𝑚      = 𝑎𝑡 + 𝑏𝑡𝑚   𝐹2+1       =  107,908 +  45,26 (1) 𝐹𝑆𝑒𝑝𝑡−14 = 107.953,66 

Peramalan untuk bulan ke-26 

(Agustus 2016), m=2 

 𝐹26          = 𝑎26 + 𝑏26 (2) 𝐹𝐴𝑔𝑠𝑡−16 = 111.946,74 + 374,58 (2) 

  = 112.695,91 

Demikian seterusnya untuk periode 

selanjutnya dan dapat dilihat pada tabel 

berikut: 

Tabel 4.12. Prediksi Kebutuhan Energi Listrik 

dengan 𝛼=0.2 

 

4.3.  Analisa Perbandingan Hasil 

Prediksi Artificial Neural Network 

Dan Metode Exponential 

Smoothing  

Berdasarkan hasil yang telah 

dilakukan untuk setiap model peramalan, 

dapat dilihat perbandingan hasil tiap model 

seperti pada tabel berikut: 

Tabel 4.13. Perbandingan Hasil 
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Gambar 4.5. Perbandingan Hasil Prediksi 

Dari hasil yang didapatkan dari kedua 

metode, bisa dilihat bahwa Artificial Neural 

Network memiliki hasil yang lebih baik 

untuk memprediksi kebutuhan energi listrik 

di waktu yang akan datang karena 

kemampuan mengolah data yang akurat 

dan dapat membaca fluktuasi data, sesuai 

dengan pola data aktual. Jika dibandingkan 

dengan metode Exponential Smoothing 

yang hanya menggunakan satu data terakhir 

untuk memprediksi bulan selanjutnya. 

V.  PENUTUP 

5.1 Kesimpulan 

Hasil prediksi untuk 1 tahun kedepan 

adalah : 

 

5.2. Saran 

- Proses Pelatihan pada Artificial 

Neural Network harus dilakukan 

berulang-ulang sampai mendapat 

nilai error yang paling mendekati 

nol. 

- Coba gunakan metode peramalan 

yang lain sebagai pembanding. 
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